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Foreword

The papers in this volume were presented at a joint conference on Real Estate Indicators and
Financial Stability organised by the International Monetary Fund and the Bank for International
Settlements in Washington, D.C., on 27-28 October 2003. The purpose of this conference was to
discuss and explore the theoretical as well as the practical issues underlying the development and use
of real estate indicators in assessing financial stability.

A key aspect of the current attention on financial stability is the collection of information to assess the
strengths and risks of financial systems using statistical indicators collectively known as Financial
Soundness Indicators (FSIs). Real estate prices are part of these indicators. However there has been
less emphasis on the identification and use of appropriate statistical information relating to real estate
markets. It is hoped that this volume will go some way in addressing these gaps and stimulate further
discussion in this area.

The papers in the volume are grouped into broad thematic areas as they were discussed in the
conference: review of the impact of real estate on monetary and financial stability, usefulness of
available statistics, country experiences in the compilation of real estate price indices, methodological
issues on residential and commercial real estate prices, hedonic real estate price indices, aggregation
issues, valuation of real estate in special situations, and areas of future work.

The volume also contains a summary of the discussion that took place at the conference on possible
future areas for work. Transcripts of the discussions during the individual sessions of the conference
are available upon request.

Paul Van den Bergh Robert W Edwards

Head Director

Information, Statistics and Administration Statistics Department

Bank for International Settlements International Monetary Fund
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Welcoming remarks

Horst Kohler

| am pleased to welcome the distinguished experts and observers to the joint IMF/BIS Conference on
Real Estate Indicators and Financial Stability.

This is the first such international conference in this area. The IMF role as an organiser reflects the
fact that one of the primary areas of the IMF’'s mission - the safeguarding of the stability of the
international financial system - must necessarily deal with the relationships between real estate
activity, price cycles, and the stability of banking institutions and financial systems. The relationship
between real estate market collapse and financial crisis has been demonstrated repeatedly. Examples
of financial distress and crisis related to a collapse in real estate prices include cases as diverse as the
U.S. savings and loan crisis in the late 1980’s, the financial crises in Sweden and Japan in the
early 1990’s, and the widespread real estate market collapses and financial crises in Southeast Asia in
1998. The Bank for International Settlements (BIS) has long recognised these interrelationships. So, |
am greatly pleased that the BIS co-sponsors this conference because their intense and continuing
work in this area goes back to the real estate driven recession of the late 1980’s and early 1990’s.

| would like to begin by saying a few words about the evolving role of the International Monetary Fund
in bolstering the vitality and stability of the international financial system. The IMF is charged with the
task of supporting the operation of the international financial system. As part of its regular
consultations with member countries on their economic conditions and policies, there has been
increasing recognition that the achievement of many of the Fund’s macroeconomic goals requires the
efficient and stable operation of the financial system. Specifically, during the past two decades,
financial sector crises have had recurrent, severe economic consequences that also impaired the
effectiveness of macroeconomic policies.

In recognition of these needs, in 1997 the IMF and the World Bank collaborated on the creation of the
Financial Sector Assessment Program (FSAP). The FSAP is a voluntary program in which countries
agree to receive teams of financial sector experts drawn from the IMF, World Bank, and cooperating
official institutions and standard setters who undertake a comprehensive examination of potential
financial sector strengths and vulnerabilities and structural weaknesses, as well as countries’
observance of key financial sector standards, codes, and good practices. Also, a specific focus of the
FSAP by our sister institution, the World Bank, has been on the medium- and long-term structural
development of the financial system as part of the overall economic development of the economy. The
FSAP has proven to be a highly effective tool to strengthen the financial sector, as demonstrated in
part by the long list of volunteers for future assessments and requests for follow-up assessments. A
number of the elements of the financial sector review process are now being increasingly included in
the regular Article 1V surveillance process, as appropriate.

One of the aspects of the current emphasis on financial stability is the collection of statistical
information needed to assess the risks and strengths of financial systems. Such information may be
referred to as Financial Soundness Indicators, or FSls, about which you will hear more later. In the
IMF's research and consultations on FSls, a recurring theme from analysts, policy officials, and
practitioners was the need for information on financial sector exposures and risks related to residential
and commercial real estate and construction. Numerous experts cited an apparent relationship
between collapses in real estate prices and financial sector stress and crisis. Moreover, frequent
mention was made about the absence of timely and reliable information, or sometimes the complete
absence of any information, about the condition of the real estate market.

Our work on FSls pointed to the need for improvement in statistics on real estate, and our Executive
Directors this past June endorsed the staff's efforts to encourage the compilation and dissemination of
real estate price indices for residential and commercial real estate. We are pleased that our colleagues
at the BIS are our co-sponsors. This collaboration can bring great benefits by melding discussions on
the links to financial stability with the technical and statistical matters that will permit national
authorities, market participants, and the international community to develop timely, high-quality
information on real estate activity and markets and their strengths and risks.

And this, of course, is where you come in. We have drawn together from around the world a truly
expert group of researchers, central bankers, real estate professionals, standards setters, and users to
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advise us on these questions. Some are sitting around the table here as presenters and discussants,
but an equally illustrious group is sitting in the audience. All are invited to participate in the
discussions, and we are looking forward to a lively and challenging interchange of views. It is our hope
that we can make progress clarifying many of the technical issues. As well, we hope to gain a clearer
understanding of what priorities should be followed, and - while fully recognising the resource issues
and the complexity of the work - identifying the practical next steps that can be taken by the
international community, national authorities, and the private sector.

Before turning the conference over to Mrs. Carol Carson, Director of the IMF’s Statistics Department,
and Mr. Paul Van den Bergh, Head of Information, Statistics, and Administration of the Bank for
International Settlements, let me express my appreciation for your participation and contributions to
this conference. Thank you very much.

Carol Carson

| would like to add my words of welcome to that of the Managing Director to this BIS-IMF Conference
on Real Estate Indicators and Financial Stability. | do so in welcoming you especially on behalf of the
IMF Statistics Department.

A little bit about the history of this conference. The conference grew out of our work on the
development of financial soundness indicators. As the IMF Managing Director used the term FSils, |
will go ahead and do the same. A little over a year ago, in this work on FSIs, during discussions
regarding the possible role of real estate in financial stability, our colleagues at the BIS proposed a
joint conference. The idea at that time was to hold a conference to explore the state of information on
real estate, to assess the needs of various kinds of users of statistics on real estate, to deal to the
extent that we could in a few days’ conference with some of the technical issues, and then especially
important, to explore the steps that might be taken by the international community to move forward in
this area.

| am delighted that the BIS joined us in this first-ever conference on real estate and to deal with the
issues that | just mentioned. Paul Van den Bergh and | find ourselves in a number of these
collaborative ventures, and from the point of the IMF | can say they have always been very fruitful.
When | look back over the last three months, we had reason to be together and work collaboratively in
August, September, and now we came through finally at the end of October with this joint effort.

As the IMF Managing Director said, we look around this room and feel that we have brought together a
bountiful degree of expertise - knowledgeable economists and statisticians from central banks,
national statistical institutes, international organisations, academic institutions and the private sector.

The papers that have been prepared are a good leading indicator that we will have a productive,
useful conference. We will have opportunities to share views, to exchange information on national
practice, hopefully to identify some best practices and discuss how these best practices can be used
in building real estate indicators relevant for the conduct of macroeconomic policy and the monitoring
of financial stability.

The statisticians among us, of course, have long been involved in the compilation of statistics related
to real estate. These statistics are used, for example, in national accounts and, as well, there have
been some indices of real estate that have been used in macroeconomic policy analysis. What is
different about this conference is that it takes the statisticians in a new direction to focus on the
relationship between real estate indicators and the soundness of banks and the financial sector. In the
process, we hope to gain insights into the new types of information that would be needed to help
assess financial soundness, conduct macroeconomic policy and enrich the user community with the
relevant methodological information about how the statistics are put together. In addition, we should
begin outlining the steps that will carry us forward.

Briefly, | would like to foreshadow some of the questions that | believe that we will deal with in this
conference. Let me start with the fact that we know that real estate prices as prices of assets may play
a significant role in economic policy. They are used, for example, as information variables in making
monetary policy decisions. They provide information on possible balance sheet problems that lending
institutions may be facing, and hence they provide indicators of financial stability.
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In that setting, we can ask, can we identify a specific set of real estate indicators useful for both
macroeconomic policy and financial stability analysis, or are different types of indicators needed for
these different purposes? Can leading indicators be developed that will alert emerging real
estate-related problems to the banking sector and to the overall stability of the financial sector?

Moving on, a number of countries are developing and using a wide range of indicators that apply
various analytical tools, concepts, and samples. Some countries are publishing relevant data in their
national bulletins or on their website. However, a significant task is still ahead in terms of constructing
timely, reliable, and analytically useful real estate indicators.

We know that there are inherent difficulties in real estate that make them, if not unique, certainly
unusual. Among these are the fact that real estate properties are heterogeneous and they are thus
non-standard assets. We also know that transactions of individual properties are infrequent. Both of
these mean that putting together statistics is especially difficult.

In this respect, | would raise the following questions. Which are the techniques most widely used in
compiling real estate indicators? Can we identify international best practice in the methods for
constructing these indicators, or should we emphasise flexibility in adjusting the techniques to local
conditions and resources? Further, which criteria should guide decisions on the type of indicators that
should be disseminated to the public?

We know that the collection of information on real estate is costly and much of the available
information is proprietary. We should ask which models shed light in effective sharing of information
between various data providers, including both the public and the private sectors.

What steps can be taken to improve the use of the existing sources of data in compiling real estate
indicators? What institutional and legal changes could facilitate the compilation of these indicators?
Who are the major providers of the data and with what reliability and at what cost do they produce
indicators? Of course, a question relevant to the IMF and to the BIS is what support should be
provided by the international community, regional organisations, and standard-setters.

With these questions in mind, | would like to make a particular comment. | would encourage you to
share your insights in this important area. We have tried to set up an environment that will encourage
and facilitate a free flow of information. As the Managing Director said, all are invited to speak. There
are microphones around the tables, but there will also be microphones that can be used by the
audience around the edges. We have tried to set up an environment that will facilitate a free flow of
information.

| stress the importance of sharing information because | do see that this conference may well have an
impact in the way we go forward. The results of this conference may well affect the future priorities for
work in this area, the degree of cross-country harmony that we can bring about, the types and degree
of technical assistance that the international organisations might be able to offer, and the mix of public
versus private that would carry us forward to the greater availability of information in this field.

| am gratified to report that the interest in this conference has been extremely high. We've been
pleased that so many people were so willing to travel so far to be here for this two days of conference.
And as | mentioned, the papers are, as we see it, of outstanding quality.

We know that we've made one important step in making the papers available on the website of the
BIS, with their very user-friendly eBIS facility, and we look forward to putting the papers into a
conference volume as well.

For all of this, then, | thank you for being here and | hope that you will find our facilities here at the IMF
help us have a good conference. You will find that staff from my department are at various places
around this room and outside, and | hope you will freely draw on them if you have questions or other
needs. With that, | say thank you very much and again welcome.

Paul Van den Bergh

Good morning, ladies and gentlemen. On behalf of the Bank for International Settlements, | would also
like to welcome you to this Joint Conference on Real Estate Indicators and Financial Stability.
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I’'m doing this on behalf also of the colleagues that have travelled with me from Basel. Maybe we can
briefly introduce them because they have done most of the work. If | just start left, Steve Arthur,
Haibin Zhu, and Gert Schnabel, who is on this side of the table.

So we're very pleased to be here today and to participate in this conference. But, Carol, I'm
particularly pleased at the beginning of the procedures and as a cosponsor, although | think | should
reserve the final judgment until after we've finished our discussions.

First of all, I'm very pleased with the active cooperation that we've had between our two organisations
and how this has led us to where we are today, with all the papers on the table and so many useful
discussions to come.

I'm particularly pleased that we have been able to attract so many distinguished speakers,
discussants, panellists, and session chairpersons from different parts of the world. The papers that
have been produced indeed are of very good quality and there is much food for thought on the table.

I'm also pleased - and this was one of the objectives that we set out when we organised the
conference - that we have been able to draw on expertise and get input from various areas - and this
was a conscious decision on our part-national statistical institutes, central banks, other government
agencies, academics, and commercial data compilers and vendors. And | think it's this mixture that we
have, these different perspectives that we've tried to bring to this conference, that will contribute to
interesting discussions, | hope.

And then finally, as you said, Carol, I'm particularly pleased already by the interest that the conference
has attracted outside the group of people here today. We, at least, have had a few inquiries and a few
questions before we travelled to Washington from people who said, well, we would have liked to
participate. We had to limit it, but there’s a clear interest from outside the group that is here today and
tomorrow already.

Ladies and gentlemen, attention to property prices, real estate, at the Bank for International
Settlements, as the Managing Director was saying earlier, dates back to the late '80s and early '90s,
when we started to focus on the meaning of these concepts of asset price inflation and deflation and
the role of asset prices in the conduct of monetary policy. And this was even before we then saw the
major fluctuation in prices in asset markets in the latter part of the 1990s and during the early part of
this millennium.

More recently, asset prices, including those for residential and commercial property, have started to be
looked at from a financial stability perspective as well. | will not go further into details. One of my
colleagues has drafted an interesting paper on this and he will present that a bit later in the conference
this morning.

Now, ever since we started to pay closer attention to property prices at the BIS, we found it very
difficult to collect and maintain good data on property prices. We built up a database to start
monitoring developments in individual countries, and one of my colleagues will explain again a bit later
this morning the difficulties that we have encountered.

Let me just very briefly state up front what these major challenges have been. First of all, surprisingly,
data are simply not always available on a regular basis, at least, for many countries. That is very
strange, but that is just the fact.

The representativeness of the data that we find is questionable. | mean, the data sources and the
methodologies are not always very well-explained. That makes the international comparison of
statistics on property prices extremely difficult, and if you then want to do a comparative economic
analysis, that is not an easy task.

There are very many breaks in series, changes in the methodologies, changes in underlying sources
that make it very difficult to have particular historical data. And just recently, some of my colleagues
who have been doing work on predicting financial crisis have noticed that with a lack of historical data,
there is just a limit now to how far back in history we can go to test some of the models that we have
developed. And then last but not least, the timeliness and the frequency of the data is inappropriate.

Carol, if | were to use the IMF Data Quality Assessment Framework (DQAF) - and focus on what is in
the framework - data integrity, methodological soundness, accuracy, reliability, serviceability - it's clear
that almost no country would meet these various criteria for its national statistics on property prices.

Now, we were not the only ones at the BIS to be surprised by the lack of proper data in this area. In a
recent survey of global property markets, The Economist magazine commented, and | quote, “Official
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statistics officers typically collect more information about the price of shoes or cement than housing,
despite its far greater importance.”

Also, in June 2003, the Governor of the Bank of Canada, David Deutsch, said in a speech to the
Conference of European Statisticians, at which there were a large number of national statistical
institutes present, and | quote, “Given that the investment in housing represents a big chunk of
household spending, and that for most people their homes represent their most valuable asset, it is
surprising that in many countries there are no comprehensive, quality-adjusted data on housing prices
or rents,” end of quote.

By the way, we were both present at that conference and we took comfort from the encouragement
that David Deutsch - Governor Deutsch - gave us in his speech in convening this joint conference.

We have also noticed that researchers and market participants are struggling to obtain good data, if
only because we get very frequent requests at the BIS for the data that underlie the different charts,
tables, and econometric results that we publish in our various publications.

In many cases, we cannot share the data because we obtained it from a commercial source, and in
other cases if we are able to point people to publicly available data, we often have to explain the
various limitations that exist and the weaknesses that are inherent in the available data.

So we were particularly encouraged when the IMF decided to include their property prices in their
financial soundness indicators - | think we'll use the acronym FSils, although you realise that we have
an FSI in Basel that is completely different, the Financial Stability Institute. Admittedly, they will not be
core indicators, but part of what is called the encouraged set of statistics. And when we had earlier
discussions - and | think this dates back to about a year in this room - on the methodology for financial
soundness indicators, there were clearly some open methodological questions relating to real estate.
Not surprisingly, we couldn’t reach agreement in this relatively new area of research.

So the conference today and tomorrow should be able to allow us to identify best practices in the
development of appropriate property price statistics. And I'm sure that this can then find its way in the
next version or versions of the IMF’s Compilation Guide on Financial Soundness Indicators.

Apart from the various practical methodological issues that we will be addressing, there is one simple
reason why we at the BIS felt that a conference on real estate prices might be useful. And this dates
back now to the earliest work we did on property prices almost ten years ago. To quote from the
seminal BIS economic paper from April 1994, and | quote, “Statistical deficiencies in this area of
property prices result in part from a certain neglect bred by under estimation of the potential policy
significance of the data,” end of quote.

Now, the fact that the IMF and the BIS have joined forces to call this conference is possibly the biggest
contribution we could make to achieve a broader recognition that good statistics on property prices are
of key importance to policymakers, to analysts, and to economic agents, and that projects to improve
statistics in this area should receive high or higher priority.

Ladies and gentlemen, if | may - and I'll start on the proceedings of the conference very quickly, go not
in detail through the program, but indicate that we have a very charged agenda for this conference.

We're going to start in just a minute with a review of the impact on real estate on financial and
monetary stability. So we look at sort of the broad analytical and economic questions first. After that,
we will hear about the usefulness of the available statistics, which will prove to be very interesting;
listen to the experiences from a broad group of countries in the compilation of real estate statistics.
After that, we will focus on methodological issues, specifically and separately first for residential and
then for commercial real estate prices. Having done that, tomorrow we will then focus on the
usefulness of particular methods, hedonic methods, in particular, for calculating real estate prices. And
we will look at aggregation issues, aggregation across regions in a country, across different countries,
and across different asset classes. And then toward the end, the difficulties of valuing real estate in
special situations will be investigated. We will then close tomorrow afternoon with a panel discussion
where we will evaluate what we have learned and try to sketch the way forward.

Ladies and gentlemen, you may agree with me that we have a challenging but very attractive program.
| think all of us look forward to interesting presentations, active discussions, and good networking. And
hopefully the conference will stimulate further work on methodologies and, most importantly, will
convince compilers worldwide of the importance of improving property price statistics. In this way, the
conference may make a modest but concrete contribution to promoting monetary and financial
stability. Thank you very much.
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Real estate prices as
financial soundness indicators

Robert Heath

l. Introduction

“Real estate has been a neglected area because it has always been treated as an independent sector.
Now, the real estate sector is viewed as a significant contributor to the financial position of financial
institutions in terms of mortgage loans as well as asset holdings. Thus, real estate prices are critical
for the financial sector and in terms of measuring the wealth of the country. This is an area where
information is lacking. In our country, there is no agency that collects real estate market prices.”

This comment was received by the International Monetary Fund (IMF) in response to comments on the
draft Compilation Guide on Financial Soundness Indicators (Guide) that was posted on the IMF’s
public website in March 2003. It sums up succinctly a common view of real estate prices from both the
user and compiler perspectives. The data are needed but are lacking.

. What are financial soundness indicators?

Financial Soundness Indicators (FSIs) are indicators of the current financial health and soundness of
the financial institutions in a country, and of their corporate and household counterparts. They include
both aggregated individual institution data and indicators that are representative of the markets in
which the financial institutions operate. FSIs are calculated and disseminated for the purpose of
supporting national and international surveillance of financial systems. In short, the development of
FSls is a key tool in the IMF work to strengthen financial system stability.

This initiative was prompted by the financial market crises of the late 1990s and the growing
observation of the number of banking crises that has occurred globally in the last two decades. As has
been well reported in research by the IMF, BIS, and others, there are significant costs arising from
these crises, both direct (such as the cost of recapitalising the deposit-takers) and indirect (such as the
loss of real economic activity), and this has demonstrated a need to develop a body of statistics that
could support policymakers in identifying the strengths and vulnerabilities in their financial system and
in taking action to prevent the likelihood of such crises occurring.

FSls are only one part of the IMF’s work in the field of crisis prevention, and of course the IMF’s work
itself is part of a larger international effort, including the Bank for International Settlements and others.
Notably, FSls are an input into the IMF-World Bank Financial System Assessment Program (FSAP).
This programme is designed to identify financial system strengths and vulnerabilities and to help
develop appropriate policy responses. More information on FSAPs, including the countries that have
participated, is available at http://www.imf.org/external/np/fsap/fsap.asp.

[l Where do we stand with the FSI project?

The work began in 1999 with a conference of experts in the field of financial stability issues. That
conference was similar to this one on real estate, with private and public sector experts exploring key
user and compiler issues. Taking forward the outcome of that meeting, and after undertaking wide
consultation, in 2001 IMF staff presented the IMF Executive Board with a list of FSls, which it
endorsed. The list (attached) is divided between core indicators and encouraged indicators in order to
help prioritise future work at the national level. All the core indicators - FSls considered to be useful in
all countries and generally available - relate to deposit-takers, which are institutions that are central in
all financial systems. The encouraged FSls include real estate prices and the extent of deposit takers’
exposures to residential and commercial real estate.
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Subsequent to the 2001 meeting, and with Directors’ endorsement, to support national compilation
efforts IMF staff began preparing a draft Guide, collaborating with international and regional
organisations, and national agencies interested in financial soundness issues. Following extensive
public consultation this year, the Guide should be finalised in 2004. The text is available at
http://www.imf.org/external/np/sta/fsi/eng/guide/index.htm.

V. Where do real estate prices fit into FSIs?

From the very start of the work on FSls at the conference for experts, it has been evident that for most
economies monitoring real estate prices is important for financial stability analysis. Others will discuss
this issue in more depth ahead so | will not dwell on the reasons why, but simply note that from the
viewpoint of deposit-takers, and other sectors, there can be large exposures (both direct and indirect)
to an asset whose price can be volatile not least because of the actions of lenders themselves. For
this reason, residential and commercial real estate prices are included in the list of FSIs along with
deposit-takers’ lending on such real estate.

In the draft Guide, there is a chapter providing advice on compiling real estate prices. The chapter is
modest in its ambitions. It acknowledges the relative lack of international experience in constructing
real estate price indices, particularly in the official sector, and the costs involved in creating real estate
price indices. Therefore, the chapter focuses on describing a range of techniques whose application
can be based on local needs, conditions, and resources rather than recommending a single set of
indices or compilation methods. The chapter is more focused on prerequisites than on providing
detailed technical advice. We see this meeting as the beginning of a process of raising technical
knowledge and capabilities in this field, and building on the start represented by the chapter in the
Guide.

We expect that implementing the new Guide is likely to prove a medium-term rather than a short-term
process. This is nowhere more true than in the field of real estate prices.

V. Types of questions raised

Finally, let me turn back to the author of the quote at the start of this presentation. The commentator
went on to raise a number of possible technical issues that could be discussed. | leave them as
examples of the types of questions that those who want to move forward with real estate prices are
asking:

1. “How do we deal with the large diversity in residential and non-residential buildings?

2. Another problem is the lack of an inventory of residential/non-residential buildings. How is
this compiled?

3. How are prices for real estate assets collected? Can unit values be used instead of actual
prices? Does market price refer only to current cost of construction and land or the selling
price of the real estate unit?

4. How do we deal with conversions of agricultural land to commercial properties? Prices can
increase significantly.”
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Financial soundness indicators:
the core and encouraged sets

Core set

Deposit-taking institutions

Capital adequacy

Asset quality

Earnings and profitability

Liquidity

Sensitivity to market risk

Regulatory capital to risk-weighted assets
Regulatory Tier | capital to risk-weighted assets
Nonperforming loans net of provisions to capital

Nonperforming loans to total gross loans
Sectoral distribution of loans to total loans

Return on assets

Return on equity

Interest margin to gross income
Noninterest expenses to gross income

Liquid assets to total assets (liquid asset ratio)
Liquid assets to short-term liabilities

Net open position in foreign exchange to capital

Encouraged set

Deposit-taking institutions

Other financial corporations

Nonfinancial corporate sector

Households

Market liquidity

Real estate markets

Capital to assets

Large exposures to capital

Geographical distribution of loans to total loans

Gross asset position in financial derivatives to capital
Gross liability position in financial derivatives to capital
Trading income to total income

Personnel expenses to noninterest expenses

Spread between reference lending and deposit rates
Spread between highest and lowest interbank rate
Customer deposits to total (non-interbank) loans
Foreign currency-denominated loans to total loans
Foreign currency-denominated liabilities to total liabilities
Net open position in equities to capital

Assets to total financial system assets
Assets to gross domestic product (GDP)

Total debt to equity

Return on equity

Earnings to interest and principal expenses

Net foreign exchange exposure to equity

Number of applications for protection from creditors

Household debt to GDP
Household debt service and principal payments to income

Average bid-ask spread in the securities market*
Average daily turnover ratio in the securities market*

Real estate prices
Residential real estate loans to total loans
Commercial real estate loans to total loans

' Or in other markets that are most relevant to bank liquidity, such as foreign exchange markets.
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The importance of property markets
for monetary policy and financial stability*

Haibin Zhu?

1. Introduction

The real estate sector has been a major source of strength for the global economy since the most
recent economic downturn. This has been particularly true of the residential property sector: in most
countries house prices have been quite strong over the past few years. Rising house prices, together
with low interest rates, have boosted mortgage refinancing activities, encouraged consumer spending
and supported macroeconomic performance. By contrast, real commercial property prices in most
economies have remained well below their peak levels reached in the late 1980s and the early 1990s.
Despite this, delinquency rates for commercial real estate loans have been much lower than their
historical averages. As a result, banks’ loan portfolios have remained in reasonably good shape
overall and the share of non-performing loans has been relatively low (BIS (2003a)).

The strong performance of the property sector and the general resilience of financial institutions stand
in sharp contrast to the experience of the early 1990s. In the previous episode, the boom and
subsequent bust in the property sector, particularly on the commercial side, were a major contributor
to the banking problems. Sharp downward corrections in commercial property prices caused a broad-
based reduction in profitability and a widespread deterioration in asset quality in the banking industry,
driving many financial institutions into distress.

Despite these obvious differences between the two episodes one decade apart, a common underlying
theme is the sizeable impact of property markets on the soundness of financial institutions and on
macroeconomic activity. This impact is of course not a new observation. It is generally believed that
the boom-bust nature of property price fluctuations has played a role in past business cycles, fuelling
the upswing and magnifying the downswing. Falling property prices tend to impose downward
pressure on the banking sector, not only because of increases in bad debt expenses for real estate
loans, but also because of a deterioration in the balance sheets of corporate borrowers that rely on
real estate as collateral. Hence, questions about the movements of real estate prices and the extent to
which they interact with the financial sector and the macroeconomy have come to the attention of
monetary authorities and financial regulators.

Against this background, this paper has three major objectives. The first is to explore the determinants
of real estate prices and to examine exogenous and endogenous factors that contribute to property
price fluctuations. It is shown that, although property price movements share some similarities as
belonging to the same class of assets, they can differ substantially across sectors and countries. The
second objective is to discuss the policy implications of the real estate cycle for the conduct of
monetary policy. Finally, the paper seeks to identify important channels through which bank
performance would be affected by movements in property prices. The next three sections tackle these
three issues sequentially.

Revised: December 2003.

Correspondence: Research and Policy Analysis, Bank for International Settlements, 4002 Basel, Switzerland. E-mail:
haibin.zhu@bis.org. This paper was prepared for the IMF-BIS conference on Real Estate Indicators and Financial Stability,
which was held on 27-28 October 2003 in Washington DC. | thank Claudio Borio and Philip Davis for insightful comments
and Steve Arthur for data support. The views in this paper are mine and should not be interpreted as reflecting those of the
BIS.
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2. Real estate as a particular type of asset

The determinants of property prices are in many ways similar to those of other assets, namely the
expected service stream (consumption service) or expected future cash flow (rents) and the required
rate of return (the long-term interest rate plus the risk premium) as a discount factor. In the long run,
property prices therefore depend on demand factors, such as national income and average discount
rates, and on supply factors, such as cost of construction, land availability and the quality of the
existing stock.

Nevertheless, property markets also have a number of distinctive features compared with other types
of asset. The supply of property is intensively local; delivery of the new stock can take quite a long
time owing to the length of the planning and construction phases; rents can be very sticky because of
the use of long-term rental contracts; market prices lack transparency and most transactions occur
through bilateral negotiations; the liquidity of the market is constrained because of the existence of
high transaction costs; borrowers rely heavily on external finance; real estate is widely used as
collateral; and short sales are usually not possible. These features cause property prices to behave
differently. In particular, in the short run, property prices are more likely to deviate from their long-term
fundamentals. And fluctuations in property prices can arise not only owing to cyclical movements in
economic fundamentals, interest rates and the risk premium, but also as a result of the intrinsic
characteristics of the property market itself.

The business cycle causes property price fluctuations for obvious reasons. Improvements in overall
economic conditions tend to increase the average income of households and therefore boost the
demand for new homes, putting upward pressure on house prices. Similarly, businesses see profitable
opportunities and seek to expand the scale of their investments. Such an expansion implies a higher
demand for office space and storage, driving up commercial property prices. In addition, the market
perception of risk changes with the phases of the cycle. During a booming phase, the risk involved in a
given project is considered to be lower than in a downward phase. The changing risk premiums, in
combination with time-varying interest rates (decided by policymakers), determine the discount rates
and by extension have a sizeable impact on real estate prices.

Property price oscillations are also driven by endogenous factors, most notably supply lags and the
historical dependence of investment decisions. On the one hand, the supply response in the property
market is much slower compared with that of other goods, mainly as a result of limited land supply and
the length of the approval process and the construction phase. On the other hand, the flow of
information in the property market is usually inefficient. Because the turnover rate of properties is
usually very low, the price information is rather limited and often inaccurate. In particular, much of the
information that is important to understand the dynamics of property prices is related to knowledge of
local markets, which is accessible only at a substantial cost. Therefore, it is usually very difficult, if not
impossible, for market participants to forecast the future movements of property prices. In practice,
market forecasts either rely heavily on current property prices or are computed by extrapolating past
trends. This so-called “myopic” or “rule of thumb” expectation (Hendershott (1994) and Herring and
Wachter (1999)) can contribute to endogenous oscillation of property prices or deviations from their
long-run equilibrium values.

For example, during a booming period real estate prices continue to rise. Based on the past trend or
current prices, constructors and developers decide to start new construction. However, as new
construction may take several years to be completed, the adjustment process is slow. By the time the
construction is delivered, the market demand may have fallen off. As a result, vacancy rates climb.
The oversupply forces rents and real estate prices to fall, sometimes even below their fundamental
values.

This “overbuilding” story can occasionally result from the distortion of private incentives by
inappropriate or flawed government policies on both the regulatory and legislative fronts. One notable
example is related to financial liberalisation after the 1970s in a number of industrial and emerging
market economies (see Borio et al (1994) and BIS (1993)). Following liberalisation and deregulation,
new financial institutions emerge and compete with existing lending institutions by offering loans on
cheaper terms. As competition among lenders intensifies and more resources for financing real estate
projects become available, the number of potential investors in the real estate sector increases and
property prices will rise above their fundamental values. The distortion effect is even stronger when
there are moral hazard problems in the market related to inappropriate policies such as overly
generous guarantees and inefficient regulation. Guarantees against losses create an incentive for
lenders to invest in high-return, high-risk projects, resulting in excessive risk-taking and overly
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exuberant property assets. This mechanism of real estate cycles has attracted a lot of attention in the
past two decades. It is widely believed that financial liberalisation has contributed to a series of real
estate boom and bust episodes, including the collapse of the US thrift institutions in the late 1980s and
the 1997 East Asian crisis.

Beyond these common characteristics, the dynamics of property prices can vary substantially across
sectors (residential vs commercial, office vs retail, etc) and across countries as a result of differences
in a number of specific demand and supply factors. For example, while housing prices on average
have posted robust growth since the mid-1990s, experience has differed considerably across
countries. House price growth has been particularly strong in Australia, Ireland, the Netherlands, Spain
and the United Kingdom, followed by the United States and some of the Nordic countries. At the other
end of the spectrum are Germany, Japan and Switzerland, where prices have remained rather flat or
even declined over the past decade. A second example is the usual divergence between housing
markets and commercial property markets. In the most recent economic downturn, the residential
sector was very strong, reflecting the substantial role of low interest rates. Conversely, the commercial
property sector seemed to be more constrained by the sluggish macroeconomic environment and
posted capital losses in most industrial countries. Such national and sectoral differences can be
attributed to asynchronous business cycles, as well as to distinctive local factors (elasticity of supply,
funding methods, subsidy/tax polices, legal framework, etc).

2.1 Residential property prices

A house is a long-lived asset that delivers consumption services over many periods. In many respects
it is more like a durable good than an investment asset. Given that residential property can provide
accommodation to its owner, it has an intrinsic reservation value determined by the discounted value
of the expected service stream. As a result, nominal housing prices are usually less likely to fall as
sharply as equity prices and commercial real estate prices. Indeed, in many situations the downward
pressure on the housing market is typically reflected in shrinking transaction volumes rather than in a
collapse in nominal prices, as owners refrain from selling at a loss.

As noted, housing price fluctuations can be driven by macro factors and intrinsic characteristics of the
housing market itself. Empirical evidence suggests that the market has its own distinct dynamics. On
average, almost three fifths of the overall variation in housing prices can be explained by innovations
in the housing market itself. The combined effect of other explanatory factors, such as GDP, interest
rates, bank credit and equity prices, accounts for the rest (Graph 1).

However, Graph 1 also suggests that the importance of individual factors differs substantially across
countries. This could be so for various reasons: the demand for houses is determined by demographic
dynamics in each country; the supply of new homes can be constrained by land availability and the
local land planning system; the financing cost of home purchases depends to a large extent on the
housing financing system; and the liquidity of the housing market may be further constrained by the
existence of transaction costs such as VAT, stamp duties and registration fees, as well as real estate
taxes. All of these factors are local and specific to each market, leading to cross-country differences in
housing price movements and in the relative importance of various factors.

An important factor that exhibits substantial cross-country variation is the responsiveness of supply.
While house prices are determined by construction costs in the long run, the supply of new housing
can only respond sluggishly to demand in the short horizon. Hence house prices may deviate from
their long-term trends for a considerable period of time. The inertia of supply responsiveness depends
to a large extent on local legislative and structural factors, as well as on tax and subsidy policies. The
fact that new housing policy is less responsive to price movements in some countries, such as the
Netherlands, the United Kingdom and some of the Nordic countries, has partially contributed to recent
housing booms in these areas. Extreme cases are the Netherlands and the United Kingdom, which
have witnessed actual reductions in the supply of housing during their latest round of housing booms.
This pervasive development, which may be attributable to strict land development policies and caps on
the supply of new housing, in turn drove housing prices even higher. By contrast, housing prices in
Germany have remained flat in the past decade. Many believe that the flathess can at least be partly
explained by the more flexible supply conditions in Germany relative to the other European countries.

The functioning of the housing markets also relies heavily on the housing financing system, where
there is a bewildering variety of contract arrangements, policies, tax breaks and subsidies. First, the
duration of the interest rate that anchors mortgage rates is different across countries. In particular,
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mortgages in Australia, Canada, Finland, Ireland, Luxembourg, Norway, Portugal, Spain and the
United Kingdom are mainly based on short-term interest rates, making house prices generally more
responsive to short-term interest rates in these countries. By contrast, the majority of mortgage
financing is tied to long-term interest rates in Belgium, Denmark, France, Germany, ltaly, Japan, the
Netherlands and the United States (see Borio (1995) and ECB (2003)). Second, the nature of the
penalties on early repayment has a significant impact on how far households will be willing and able to
refinance their mortgage debts when interest rates fall or when house prices rise. Refinancing in the
United States is notably easier and cheaper than in other countries, not only because of smaller
penalties but also due to innovations in mortgage securitisation introduced by Fannie Mae and Freddie
Mac (see Deep and Domanski (2002)). Third, collateral valuation practices have potentially major
implications for credit supply. Valuation methods that are very sensitive to market values, in
combination with high loan-to-value (LTV) ratios, would generate a boom in credit supply when
property prices rise and a credit crunch when prices fall (see Borio et al (2001) and G10 (2002)).
Finally, lower transaction costs may stimulate turnover and enhance the responsiveness of housing
markets to macroeconomic shocks. The ratios of transaction costs (including stamp duty, registration
fees and real estate taxes) to house prices vary from a low level of 2% in the United Kingdom to
exceptionally high levels of 20% in Belgium and 14% in France. Other things being equal, rising
demand is more likely to have a larger impact on house prices in the group of countries with lower
transaction costs (Graph 2).

While house prices are mainly determined by the above housing market factors, they can also be
responsive to returns on other asset classes. An interesting issue that has drawn a lot of attention
lately is the comovement between equity prices and housing prices. Given that equity holdings and
housing are the two largest portfolio components of household wealth in developed countries, price
inflation in one asset will influence the investment decisions of households; the resulting reallocation of
portfolios will affect the price of the other asset. In theory, there might be two effects working in
opposite directions. The substitution effect suggests that the two asset prices should move in opposite
directions, as higher returns in one market will shift investment away from the other market and cause
its price to decline. By contrast, the wealth effect predicts that an increase in equity (or house) prices,
by increasing the value of household wealth, will allow households to expand their investment in both
markets. As a result, the two asset prices will tend to move in the same direction. Depending on the
relative importance of the two effects, the interaction between the two markets may be very different.

The connection between the two assets is supported by empirical evidence, which shows a clear
pattern in the lead-lag relationship between equity prices and housing prices in many developed
countries over the past 30 years. In particular, equity price fluctuations tend to be highly correlated
with house price fluctuations six quarters later (Graph 3). Further evidence can be derived from
impulse response analyses based on a VAR analysis (see Appendix). The results suggest that equity
price fluctuations contribute to the variation in house prices, and the cumulative effect usually peaks
after eight to 10 quarters (Graph 4). The fact that housing prices continued to rise three years after the
collapse of the equity market in the most recent slowdown is mainly attributable to the current low
interest rate environment, which partly offsets the downward pressure associated with falling equity
prices. Overall, the substitution effect appears to have played a more important role lately as
households which were disappointed with the prospects of equity market investments shifted a large
proportion of savings into residential real estate.

2.2 Commercial property prices

Commercial property markets have some unique characteristics, such as longer construction lags,
long-term leases and volatile income streams, which cause the commercial and residential property
cycles to show distinct patterns. Moreover, commercial property cycles may be asynchronous across
regions and sectors. Depending on the elasticity of supply, development lags, durability of assets and
funding methods, different types of commercial property may themselves have varying dynamics.

Unlike residential real estate, commercial property is more of a pure investment asset and its value is
determined by the discounted value of future rents. When macroeconomic conditions weaken,
shrinking business activity cuts down the demand for commercial property and results in higher
vacancy rates. Rising vacancy rates and lower rental rates lead to a deterioration of real estate market
fundamentals and cause prices to fall. Compared with a residential property, the reservation value for
a commercial property is much lower, because its consumption value is low while its maintenance cost
is very high. As a result, commercial property prices tend to be more responsive to macroeconomic
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conditions, and it is common to observe a sharp decline in nominal commercial property prices during
an economic downturn. As Graph 1 suggests, the dynamics of commercial property prices are
somewhat less “autonomous” than those of residential sector prices, in the sense that shocks in the
commercial property sector explain only 50% of the variation in property prices while the equivalent
figure in the residential sector is about 60%.

Graph 1 also reveals the importance of bank credit in determining commercial property prices. This
might relate to the fact that commercial property has been widely used as collateral, so that property
prices are closely connected with borrowers’ financial positions. This idea has been formerly modelled
in the seminal work of Bernanke et al (1994) and Kiyotaki and Moore (1997), who highlight the
importance of credit market imperfections resulting from asymmetric information between borrowers
and lenders. To overcome the adverse selection and moral hazard problems, banks choose to link the
terms of credit to the net value of borrowers’ balance sheets. In other words, the borrowers’ borrowing
capacity and cost of external finance largely depend on the value of collateral assets. This introduces
a strong interaction between bank credit and the balance sheets of borrowers. Higher collateral (such
as real estate) values improve the debtors’ balance sheets and allow them to finance new projects on
more favourable terms. The availability of extra credit in turn pushes the asset price even higher. By
contrast, falling property prices weaken the financial position of borrowers, reduce bank credit to the
real estate sector and push property prices even lower. This amplification effect, which is known as the
“financial accelerator”, can significantly contribute to the high volatility that has been observed in
commercial property markets.

The close connection between bank lending and commercial property prices, however, may have
been changed in the past decade in the wake of the emergence of new financing methods. A new
trend since the early 1990s is that the commercial property sector has been less reliant on funds from
traditional sources such as banks and insurance companies. As a substitute, capital market sources of
financing, in both equity and debt form, have grown rapidly. This may have resulted in important
changes in the dynamics of commercial real estate markets (see Zhu (2002)). On the equity side, the
development of real estate investment trusts (REITS) has been particularly remarkable in Australia and
the United States. In the United States, REITs have overtaken the pension funds to become the most
important institutional investors in the real estate equity market. In Australia, the listed property trusts
(LPTs) now control about one third of the commercial real estate assets in the country. On the debt
side, securitisation of commercial mortgage-backed assets (CMBSs) has become very popular in both
Europe and the United States.

The increasing importance of public real estate markets may lead to a closer integration between
commercial real estate and the capital market. Some market participants have argued that this could,
on balance, dampen the commercial real estate cycles. From the funding perspective, the
development of new funding methods can help to even out the flow of capital into the commercial
property sector. For example, in the early 1990s, when most US banks and thrifts were reluctant to
extend commercial real estate loans, REIT and CMBS markets developed and successfully removed
the potential risk related to financing uncertainty in the commercial property market. Moreover, the
development of public markets can strengthen market discipline. Arguably, the low-leverage
ownership structure of REITs makes them less likely to build aggressively for speculative future
demand. Improved information disclosure and publicly observable prices reflect the changing
preferences and concerns of market participants in a more timely manner, so that the market may be
able to detect asset price imbalances at an early stage. If so, commercial property prices could be less
prone to large swings owing to funding cycles, and their impact on bank performance will be
weakened. Nevertheless, given that the integration of the commercial property sector with capital
markets could introduce new sources of market volatility, the validity of such an argument remains to
be tested.

3. Real estate prices and monetary policy transmission

Movements in property prices could affect aggregate demand and economic activity in various ways.
First, rising property prices lead to more optimistic expectations of the returns on property investment.
As a result, builders start new construction and market demand in property-related sectors increases.
Second, rising house prices induce households to increase private expenditure and therefore provide
a big support for private consumption. Third, changes in commercial property prices may significantly
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change the investment decisions of those firms that are financially constrained. Similarly, movements
in house prices influence the financial behaviour of homeowners and would-be home purchasers.

The role of real estate prices in the conduct of monetary policy has attracted much attention among
researchers and policymakers in recent years. There has been extensive evidence that property price
movements have a large impact on private consumption and the real economy. For example, Helbling
and Terrones (2003) examine the downside effect of property price movements and find that house
price busts are associated with output losses twice as large as equity bubbles. In addition, Graphs 5
and 6 demonstrate the cumulative responses of real GDP to 1% shocks in house prices and
commercial property prices based on a structural VAR analysis (see Appendix). The results show that
increases in property prices tend to have a positive impact on real GDP in many countries.
Importantly, the magnitude of this impact is different across countries and sectors. The commercial
property sector seems to have a larger impact on the real economy, reflecting the fact that it is more
important in affecting the investment decisions and financial conditions of corporate firms. Besides, the
national difference suggests that the role of property prices in monetary policy transmission might be
influenced by local factors.

3.1 The investment channel

Real estate is an important investment asset in the economy. According to Tobin’s q approach, the
profitability of property investment depends on the ratio between property prices and property
replacement cost. When property prices rise above the cost of construction, it is profitable for property
developers and other non-financial firms to construct new buildings. Accordingly, the boom in the
construction sector boosts employment and demand in property-related sectors. As real estate
investment usually represents a significant proportion of the economy as a whole in most countries,
the impact can be substantial.

The impact of property prices on construction depends on the importance of the real estate sector in
the economy as a whole, the elasticity of property supply and credit conditions in the country. Owing to
rigidities in supply, this impact often builds up gradually. The lagged effect can arise from constraints
on the availability of land, the local land planning system or the competitive conditions in the
construction sector. The lag is also affected by the ease of access to credit and the availability of new
sources of funds. Particularly, a construction boom is more likely to take place in financially liberalised
economies. With the entry of new financial institutions and intensified competition, property developers
and builders can easily receive loans on favourable terms for new construction. Cheap loans then
stimulate building activity, as exemplified in a number of countries (G10 (2002)).

In addition to the impact on the construction sector, fluctuations in property prices can have an
important influence on investment decisions in other sectors via the liquidity effect or, equivalently, by
changing the financial position of various economic agents. Increases in property prices improve the
financial condition of property owners, enabling them to raise external funds to finance new projects.
Empirical evidence suggests that the impact of financial conditions on investment decisions is greatest
for financially constrained firms. Higher property prices can improve the capacity of these firms and
allow the economy to invest to its full capacity.

The liquidity effect is, however, a double-edged sword. While rising property prices alleviate credit
constraints for property owners, falling property prices can amplify the adverse effect through the
interaction between the credit constraint and balance sheet conditions. An initially constrained investor
will find it more difficult to access loans, as fewer loans are available in the credit market. The investor
either has to give up the investment project or borrow at very high costs. Similarly, an initially
unconstrained investor may find himself no longer able to finance new projects on the initial terms and
conditions. Rising funding costs and limited accessibility force both groups of investors to cut back the
scale of their projects.

3.2 The wealth effect

The argument for the wealth effect goes back to the permanent income hypothesis of the life cycle
model. According to this hypothesis, the level of household consumption is determined by permanent
income, which is the present value of all future incomes of the household. Given that housing and
equity are the two most important financial assets for an average household in most industrial
countries, with housing typically the greater of the two, an increase in house prices implies that
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household wealth increases. As a result, owner-occupiers may reduce their savings and increase their
expenditure.

The strength of the aggregate wealth effect, however, is uncertain and depends on several factors.
First, it depends on whether the house price gains are perceived to be permanent or temporary.
Second, the size of the wealth effect is also related to the home ownership rate in the economy. Rising
house prices tend to increase the wealth of homeowners but make houses less affordable for those
households that are planning to purchase their own homes. First-home buyers need to save more for
higher mortgage payments and their consumption actually drops when house prices increase. Third,
the ability of households to consume capital gains from houses depends on the flexibility of the
housing financing system. In other words, whether refinancing is permitted, on what terms and at what
cost - these are the main financial factors that determine the magnitude of the wealth effect. For
example, an important channel through which households extract consumption from house wealth is
the mortgage equity withdrawal (MEW) mechanism, which is mainly based on refinancing. In most
euro area countries (except the Netherlands), MEW has been almost entirely absent, as the mortgage
market is not very competitive, the cost of refinancing is high and households are rather reluctant to
extract equity from their housing stock. In sharp contrast, MEW has been very prominent recently in
Australia, the Netherlands, Sweden, the United Kingdom and the United States. In 2002, cash-out
refinancing pumped an estimated USD 97 billion from home equity back into the economy in the
United States, providing important support for consumer confidence and private consumption.
Similarly, the ratio of MEW to disposable income in the United Kingdom hit a very high level of 6.7%
by end-2002 (Graph 7).

3.3 Challenges for the monetary authorities

The link between property prices and aggregate demand suggests that the monetary authorities can
benefit from monitoring developments in property markets. The view that policymakers should respond
to excessive increases in property values which are manifestations of excess demand in the economy
as a whole has received much sympathy within central bank circles. In particular, monetary
policymakers need to identify the sources and nature of property price fluctuations in order to
understand their implications for price stability and the general economy, and then to formulate the
appropriate policy response. However, in practice, critical issues arise, suggesting that implementation
is not an easy task.

First, it is often not straightforward to identify “excessive” property price inflation at an early stage.
Lack of reliable data, diversity in valuation methods and unpredictability of market movements make it
difficult for policymakers to design an early warning signal of asset price imbalances in the property
market with a comfortable degree of confidence.

Second, it is technically difficult to predict the exact effects of monetary policy on the property market
and on the macroeconomy. In many cases the monetary authorities find themselves in a dilemma, as
price stability in the goods market and in the asset market (including the real estate market) may call
for different policy responses. For example, in recent years many industrial countries have witnessed
booms in housing markets, at the same time as macroeconomic performance was sluggish and
inflation rates were very low. The coexistence of strong house price inflation and low inflation in the
goods market has posed a serious dilemma for policymakers. The tightening consistent with stability in
the housing market may risk excessive deflation in the goods market and a subsequent negative
impact on an already weakened macroeconomy. On the other hand, the build-up of household debt,
which has mainly been a result of low interest rates, has increased household indebtedness and may
finally impair the ability of households to continue servicing their debts without adjustments in their
expenditure.

On balance, whether the monetary authorities are able to use monetary policy to contain asset market
imbalances remains debatable. The above two problems, namely “when to do it” and “how to do it”,
need to be resolved before the monetary authorities can refine their policy framework to deal with
asset market imbalances.
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4. Real estate prices and financial stability

Bank lending is the primary source of real estate funding; not surprisingly, there are close connections
between real estate prices and bank credit. On the one hand, sharp falls in property prices can lead to
a large-scale deterioration in asset quality and in the profitability of the banking industry, particularly for
those banks that are deeply involved in property or property-related lending businesses. They also
undermine the value of bank capital, reducing the banks’ lending capacity. On the other hand, banks’
lending attitude has important implications for property prices. Bank credit to property buyers and
constructors may change the balance between the demand and the supply side and cause property
prices to fluctuate.

The linkage between property prices and bank credit is confirmed by empirical evidence based on the
VAR analysis (see Appendix) in a number of countries. Graphs 5 and 6 show that increases in
property prices often lead to expansion of bank credit and this impact is notably high in some
countries. Recent studies by Hofmann (2001) and Davis and Zhu (2004) suggest that bank credit and
property prices are positively related in the long run. They further point out that the impact of property
prices on bank credit is significantly positive, yet the impact in the reverse direction in less clear.

4.1 Risks for banks

Movements in real estate prices can have a substantial impact on banking performance. In particular,
falling property prices may lead the banking sector into distress via various channels, eg through
increases in bad loan expenses in real estate loans, or through a deterioration in the financial
conditions of borrowers and banks themselves, or indirectly through a contraction in financial
transactions and in economic activity.

First of all, real estate lending is one of the most important components of bank loans. In most
developed countries it accounts for one third, sometimes even more than half, of total bank loans.
Declines in real estate prices imply a lower return in the property industry and hence real estate loans
are more likely to default. This reduces the profitability of bank lending and increases the banks’ bad
debt expenses as well.

The complexity of the credit risk channel increases given the prevalent use of collateralised lending in
real estate loans. On both residential and commercial property markets, mortgage loans are often
collateralised by the underlying property. Nevertheless, the use of a low LTV ratio does not necessarily
shelter banks from loan losses. When property prices decline sharply, even ratios that were initially
considered to be very conservative may turn out to be insufficient. In particular, when a high LTV ratio
is used in combination with the market value (defined as the expected price if the target asset was
traded on the date of valuation), it could be very risky for mortgage lenders because default risk could
be extremely high during a downward phase.

The credit risk exposure of property loans also depends largely on the usage of these loans.
Residential mortgage loans are usually considered to be very safe, as a home is more like a
consumption good and the repayment of these loans often comes from household income, which is
relatively stable. By contrast, loans to developers and constructors for commercial purposes are much
riskier. The repayment of these loans is backed by the sale prices or rents generated from the property
upon its completion. Declines in property prices imply a deterioration in the financial position of
developers and constructors; therefore they are not able to borrow new funds that are essential for the
completion of the project. When the property under construction is left unfinished, the value of
collateral drops close to zero and the commercial mortgage loan is deemed to default. In fact,
increases in non-performing loans in the commercial property sector have been a major contributor to
a number of banking crises, such as the financial distress in the early 1990s in many industrial
countries and the 1997 East Asian crisis.

The credit risk, however, is not confined to the real estate sector. Because real estate assets are also
widely used as collateral for other types of loans, fluctuations in property prices would have a broader
impact on the banking industry through the balance sheet effect as noted above. When real estate
prices fall, a typical borrower is more likely to face financial constraints in the form of reduced
borrowing capacity. These constraints restrict the scale of new investment and reduce the profitability
of corporate firms. As a result, the credit risk exposure of other types of bank loans increases as well,
exacerbating the fragility of the banking sector.
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This credit risk channel and its interaction with financial constraints become even more complex under
certain conditions. One example is that the banks’ lending criteria are arguably procyclical. Banks tend
to underestimate the default probability of property-related loans in a real estate boom for various
reasons, including poor risk management practices, poor data and perverse incentives linked to the
safety net. This “disaster myopia”, as defined by Herring and Wachter (1999), can be a major
contributor to the build-up of asset price inflation and increases in banks’ credit risk exposure. Another
worrisome situation occurs when one bank or a particular type of financial institution has extremely
high concentration in the real estate sector, as exemplified by the US thrift institutions and the
Japanese “Jusen”. This concentration of property-related risk turned out to be very dangerous in both
cases. The collapse of property prices easily dragged down these specialised institutions, and
generated systemic risk for the whole financial system.

In addition to the credit risk effect, declines in property prices would also lead to a reduction in bank
profitability via indirect channels. During the downward phase of property markets, banks’ capital base
is weakened because of increasing provisions and declines in the value of fixed assets. As a result,
banks’ lending capacity is limited and inevitably their interest income will fall. Moreover, as
construction and borrowing activity shrink, banks’ fees and commission income from real estate
related transactions decline. Finally, as noted above, declines in property prices may generate a
negative feedback on the overall economic conditions. This type of risk, because of its nature, is more
difficult to hedge and is likely to affect the sector as a whole.

Table 1
Banking profitability at different stages of property cycles:* 1979-2001
Loan loss .
Return on equity Return on assets provisions Memo:

(% of total loans) Number of years

Up Down Up Down Up Down Up Down

swing2 swing swing swing swing swing swing swing
Australia 12.44 9.61 1.27 0.85 - - 9 7
Belgium 12.22 12.31 0.37 0.36 0.32 0.62 15 6
Canada 18.71 17.24 0.98 0.90 0.72 0.71 10 10
Finland 6.75 6.30 0.46 -0.02 0.41 0.23 15 8
France 11.07 1.77 0.41 0.04 0.56 1.04 7 7
Germany 10.86 12.74 0.51 0.60 0.63 0.87 12 11
Italy 15.21 12.61 0.99 0.71 0.88 1.16 9 9
Japan 17.67 -3.65 0.48 -0.13 0.06 0.70 13 10
Netherlands 16.34 14.41 0.73 0.51 - - 15 8
Norway 15.13 -37.78 0.87 -0.72 0.24 2.47 14 8
Spain 10.50 7.89 0.96 0.75 0.81 1.30 13 10
Sweden 15.82 11.53 0.86 0.60 0.49 0.15 12 11
Switzerland 10.96 9.26 0.70 0.54 - - 12 11
United Kingdom 21.47 15.64 1.05 0.67 - - 13 5
United States 17.03 16.02 1.34 1.12 0.90 0.87 14 9

Average 14.15 7.06 0.80 0.45 0.55 0.92

! Aggre%ate property prices are constructed as a weighted average of real house prices and real commercial property
prices. © “Up (down) swing” refers to the years when real aggregate property prices in the country concerned increase
(decrease).

Sources: OECD; BIS; author’s calculations.
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Table 1 computes the average levels of banking profitability and loan loss provisions during the
upward phase and downward phase of property markets in a number of industrial countries. On
average, the profits of banks almost halve and loan loss provisions nearly double in “bad” years. A
striking example is Norway, where bank performance was dramatically affected by property market
conditions. Similarly, it is widely believed that the large exposure of the banking industry to the real
estate sector and the collapse of land prices have been at the heart of Japanese banking problems,
contributing to the increase in non-performing loans in the banking sector and distorting the
performance of the real economy.

In sum, given the large effect of property prices on bank profitability, booms and busts in real estate
prices have important implications for financial stability. Even if large swings in property prices do not
necessarily bring the banking sector into distress, they do feature in a number of banking crises in
industrial and emerging market countries alike (see Herring and Wachter (1999)). Typical examples in
recent decades are Spain in the late 1970s and early 1980s, the Nordic countries in the late 1980s,
Mexico in the early 1980s and mid-1990s, Japan in the whole past decade, Thailand in 1994-97 and a
number of other episodes (see Hilbers et al (2001)). An important observation is that the financial
system is more vulnerable to property market movements in financially liberalised economies where
effective prudential regulation is not fully developed. After financial liberalisation, lending rates tend to
be driven down as a result of the entry of new financial institutions, intensified competition among
lenders, and removal of interest rate control and administrative control on credit growth. As net interest
margins shrink, banks come under pressure to search for new opportunities and may tend to
underestimate the risk of new loans. Especially if an effective prudential regulation system is not in
place, excessive competition can easily lead to a build-up of financial imbalances. The unwinding of
financial imbalances at a later stage triggers the onset of a banking crisis.

4.2 Implications for risk management

Risk management is at the heart of all financial activities. It is crucial for managers and financial
regulators to measure accurately the credit risk exposure of banks and to make sure that such risk
does not jeopardise the stability of the financial system. In the current revision of the capital adequacy
framework by the Basel Committee on Banking Supervision (BCBS), the main theme is to improve
measurement of the credit risk exposure of banks.

Given the important share of real estate loans and property-related loans in bank portfolios, banks
need to have a clear understanding of the impact of property market movements on their balance
sheets. However, owing to lack of reliable data and the heterogeneity of property markets, the task is
typically a difficult one.

The difficulty arises first from the regional and sectoral differences mentioned above. For example,
real estate loans can have different maturities; they can be granted at fixed or floating interest rates;
and the levels of household debt and debt service burden vary across countries. All these features
make property assets non-comparable across national boundaries. To understand the risk involved in
individual loans, including default risk and prepayment risk, requires a thorough knowledge of local
markets and market dynamics. These national differences imply that the risk weights, which are used
to decide the level of economic capital, should vary across countries and differ between residential
and commercial mortgage loans. Even within the same category of residential mortgage loans (in the
same country), the credit exposure for principal residence and that for second-home investors can be
quite different in the event of a housing price decline.

Default correlations add another layer of complexity. The correlation is relevant in at least three
dimensions. First, mortgage loans tend to have a substantial systematic component in that the default
correlation is high. Although mortgage loans on average have a lower default probability, the defaults
usually come together, when a national market falls into distress. This high correlation is particularly
important in small economies, where the national market offers only limited diversification
opportunities. By contrast, default correlations will tend to be lower in large countries with more
regional economic profiles.

The second dimension is the relationship between probability of default (PD) and loss-given-default
(LGD). While most credit risk models, including those underlying the Basel Accord, treat PD and LGD
as independent, empirical evidence suggests a strong positive correlation between these two
variables. This result is not surprising, as default rates are usually higher during economic downturns.
Such periods also tend to go hand in hand with depressed property prices. The procyclical relationship
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between the two variables raises questions about the market practice of assuming a zero correlation,
as the latter would underestimate the expected loan losses in bad times.

The final dimension relates to the potential for cross-country diversification. Cross-border real estate
investment has traditionally been considered a strategy to achieve diversification benefits, and has
been on the increase in the past decade. However, empirical evidence (Graph 8) suggests that global
commercial property markets have become more integrated since the mid-1980s, even though a
significant diversification benefit from global housing markets is still present. Case et al (2000) find that
the high correlation across national commercial property markets links strongly to effects of changes in
GNP, suggesting that real estate investments are akin to a bet on fundamental economic variables
that are correlated across countries. Ignoring the trend of global market convergence will also lead to
an underestimation of the capital reserves that are needed for a sound banking system.

5. Final remarks

The nature of real estate price dynamics and their relationship with financial stability and monetary
policy are much debated questions among academics and policymakers alike. They pose important
challenges for risk management, financial regulation and policy design. These issues may not be fully
resolved in the near future, mainly because of the complexity of the market and varieties of market
functioning. To a large extent this is a consequence of inadequate data and weak analysis. The
collection of reliable and comparable data on property markets has proved very difficult, restricting the
scope of meaningful analysis. Looking forward, there is a need for action aimed at improving the
quality of property data and enhancing the comparability of national statistics across countries.
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Graph 1

Contribution of different factors in
explaining the variation in property prices
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Source: Author’s calculations.
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Graph 2

Transaction cost against house price variation
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Graph 3

Lead-lag correlation between real residential
property prices and real equity prices’
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Graph 5

Cumulative responses to a 1% shock in house prices
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Graph 6

Cumulative responses to a 1% shock
in commercial property prices
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Graph 7

Housing equity withdrawal
and residential property prices
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Graph 8

Rolling average correlation of
global property markets
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The sample comprises 17 countries: Australia, Belgium, Canada, Denmark, Finland, France, Germany, Ireland, Italy,
Japan, the Netherlands, Norway, Spain, Sweden, Switzerland, the United Kingdom and the United States. The average
correlation is calculated in two steps. First, | compute the correlation matrix of property price series (either real house
prices or real commercial property prices) in the 10-year window (year t—9 to t). In the second step, the average of all
bivariate correlations is defined as the world average.
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Appendix:
The VAR framework

A standard VAR system is the reduced form of a linear dynamic simultaneous equation model in which
all variables are treated as endogenous. This framework is employed in this paper to study the joint
behaviour of property prices (either house prices or commercial property prices), national income,
short-term interest rates, bank credit and equity prices.® Each variable is regressed on a number of
lags (eight quarters in this study) of itself and of all other variables in the information set.

The VAR model is estimated for each country. In the next step the aim is to provide some quantitative
estimates of the dynamic interaction among the variables of interest. To do this, | orthogonalise the
estimated reduced-form model to identify the effect of the innovations of the variables in the system in
isolation from each other. In this paper the identification uses Sims’ lower triangular ordering (the
standard Choleski decomposition), and the ordering of the variables is: GDP, bank credit, property
prices, equity prices and interest rates.

The justification of the ordering is as follows. Real GDP is considered to affect all other variables within
the same quarter, but it does not respond contemporaneously to innovations in any of the other
variables. And the interest rate is ordered last because policymakers may react quickly to all
innovations but it usually takes a while for the policy to become effective. These assumptions are fairly
standard in existing literature. The trickier part is the ordering among bank credit, property prices and
equity prices. The logic of the current ordering” is: (1) equity prices can respond immediately to shocks
in other variables; (2) property prices are relatively more sticky than equity prices; (3) financing
conditions (bank credit) may affect property prices contemporaneously, but there is a lag between the
changing property prices and their effect on bank credit, owing to decision lags and loan processing
time.

Based on the identifying assumptions embodied in the specified ordering of the variables, the key
outputs of the VAR model are the variance decomposition and impulse responses. The variance
decomposition is able to break down the variance of the forecast error for each variable into
components that can be attributed to each of the endogenous variables. In addition, the impulse
response functions are computed and the results show the interrelationship between any two of the
variables of interest. With a model of five variables, this model generates 25 solutions. Therefore, only
a few key results are presented here (Graphs 1, 4, 5 and 6).

% All variables are in real terms. Except for interest rates, all of them are measured as first log differences (equivalent to

percentage changes) because the series in levels are non-stationary.

* | also experimented with other orderings and the results do not change significantly.
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Housing price bubbles - a tale based
on housing price booms and busts*

Thomas F Helbling®

l. Introduction

The recent stock market boom-bust cycles in industrial countries have rekindled the debate on the role
of asset price fluctuations as a source of economic and financial instability and on their role in the
formulation of monetary policy objectives and strategies (eg, Bordo and Jeanne (2002), Bernanke
(2002), Cecchetti et al (2000), or Bernanke and Gertler (2000)).

At the current juncture, the focus has shifted from equity price to housing price bubbles, given striking
recent price increases in this asset class in a number of industrial countries (IMF (2003)). However,
large price increases — which will be referred to as booms — are only a sufficient but not necessary
conditions for bubbles. Historically, many episodes of large asset price increases did not end in
crashes — or busts, as they are frequently referred to. Similarly, some of the largest asset price busts
were not preceded by booms. The purpose of this paper is to establish the main empirical regularities
of housing price booms and busts in industrial countries over the last 30 years — the focus on booms
and busts obviates the need to measure or explain “bubbles”, which, as noted below, remains highly
controversial. In particular, the paper will address the following questions:

. How frequent were housing price booms and busts? How often did housing price booms end
in busts?
. What were the real consequences of housing price booms and busts? Were busts always

associated with severe implications for economic activity? Were the implications of housing
price boom-bust cycles different from that of other housing price cycles?

. What was the relationship between housing price boom-busts and interest rates? Were
credit market conditions and housing price booms related?

With this focus, the paper aims to contribute cross-country evidence on an issue that has been
addressed mostly from a national perspective only.3 The value added of cross-country evidence is that
it allows for the analysis of a much larger set of extreme events, as the number of asset price booms
and busts in any particular country tend to be limited over a period of some 30-40 years. While policy
issues are not addressed directly in the paper, the results will bear on the appropriate conduct of
policies since the benefits of policy actions aimed at avoiding excessive asset price movements
depend on the probability of asset price busts after a boom on the one hand and on the real and
financial effects of busts on the other.

Some limitations to the analysis should be kept in mind before conclusions are drawn. The empirical
regularities are derived by association using event analysis rather than by causal analysis. Also, the
number of housing price booms and busts found in a sample of housing prices for 14 industrial
countries for the period 1970-2001 is relatively small (20 or less). Finally, the paper focuses on
housing prices only, mostly because of space limitations. Nevertheless, while housing prices and other

This paper draws on Chapter Il of the April 2003 World Economic Outlook (IMF (2003)) and on Helbling and Terrones
(forthcoming). Both of these references analyse both equity and housing price booms and busts. The views presented in
this paper are those of the author and should not be attributed to the International Monetary Fund.

The author’s e-mail address is: thelbing@imf.org.

While several studies have documented the effects of asset price busts, they typically cover the experience of only particular
countries. For instance, Ito and Iwaisako (1995) and Okina and Shiratsuka (2003) study the Japanese case, Carmichel and
Esho (2003) document the Australian experience, and Mishkin and White (2003) study the American experience. Only
Bordo and Jeanne (2002) have studied equity and housing price booms and busts for a panel of industrial countries. Borio
and Lowe (2002) examine the relationship between financial crises and asset price booms in a cross-country context.
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asset prices developments are connected given some substitutability between the two asset classes,
the linkages between housing and equity price booms or busts are not stable. Events in the two asset
classes do not always overlap and there is no evidence of stable lead-lag relationships in the timing of
events (Helbling and Terrones (2004)). This, together with the importance of housing assets in
household wealth, also provides some substantial justification for the paper’s narrow focus.

Il. Housing price booms and busts

Asset price bubbles refer to situations when asset prices exceed their fundamental value by seemingly
large margins. While used frequently, the bubble concept is highly contentious, given strong
disagreement about measurement and the analytical foundations. Differences in opinion regarding the
measurement of bubbles concern the assumptions and models needed to quantify the unobserved
expected future values of the fundamentals on which the fundamental asset price depends.’
Disagreement on what explains bubbles revolve around the question whether they are just “rational”
gambles or systemic problems that may require policy intervention.’

Despite the many unresolved issues and debates about asset price bubbles, there is widespread
agreement that many periods of financial instability and crises in the past were associated with equity
or real estate price boom-bust cycles, that is, large increases in asset prices and subsequent sharp
drops (eg, Kindleberger (2000)). Given the experience of past episodes, large asset price increases
are frequently taken as signals for a bubble in the making while large price decreases are considered
evidence for a bubble burst.

In this spirit, this paper identifies large and persistent increases (booms) and decreases (busts) in the
broad markets for residential housing. Our data set includes quarterly aggregate housing price indices
for 14 industrial countries for the period 1970-2002. Given large variation in inflation rates, both over
time and across time, inflation-adjusted, real housing price indices (using the CPI as a deflator) are
used.

Drawing on methods developed in business cycle analysis, the procedure used to identify equity and
housing price booms and busts involves the following two steps:

. Determination of asset price cycles. Turning points in the level of broad real equity and
housing price indices define cycles in those prices. Bull and bear markets are the asset
market equivalents of expansions and recessions. For example, during a bear market, which
begins in the quarter after a peak quarter and ends in the trough quarter, prices generally
fall. Following Pagan and Sossounov (2003), the turning points were determined using a
slightly modified Bry-Boschan cycle dating procedure.

. Identification of booms and busts. Based on the full set of bull and bear market episodes,
booms (busts) were identified as those episodes with large price increases (decreases). To
qualify as large, a price change had to be in the top (bottom) quartile of all recorded
peak-peak (peak-trough) price increases (decreases) in the sample. Hence, one fourth of all
bull and bear markets are considered booms and busts. The cutoff value of the top (bottom)
quartile for the identification of booms and busts is, of course, arbitrary. Helbling and

For example, McGrattan and Prescott (2001) argue that contrary to conventional wisdom, pre-crash stock prices in 1929
were not over- but undervalued according to their model.

According to one view, the willingness of investor to buy assets at higher prices than justified by fundamentals must reflect
“rational” gambles, as investors choose to speculate on future price increases even though they are aware of the bubble
and the risk that may burst (eg, Flood and Garber (1994)). Others see bubbles as the outcome of a multitude of factors that
change from episode to episode, including psychological factors such as exuberance, financial frictions arising because
incomplete information and uncertainty about future events, biased expectations, unwarranted regulatory or tax incentives,
and expansionary monetary policy (eg, Allen and Gale (1999), Kindleberger (2000), or Shiller (2000)).

The dating algorithm identifies turning points in the log-level of real equity and housing prices by first searching the input
data for maxima and minima in five quarter data windows and then picking pairs of adjacent, locally absolute maxima and
minima that meet the rules for the minimal duration of cycles (five quarters) and phases (two quarters). Box 3.1 in the
April 2002 World Economic Outlook explains business cycle concepts and measurement issues in more detail.
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Terrones (forthcoming) examine the sensitivity of the main results with regard to this and
other methodological choices and find that they are generally robust.

Peak-to-peak increases were used to identify booms since some of the larger trough-to-peak
increases in the sample largely reflect corrections of earlier busts without any increase above trend.
Unfortunately, however, using this metric for the identification of booms reduced the number of
housing price cycles available, since the first turning point in many housing turned out to be a peak in
the mid-1970s. Given relatively few housing price cycles in our sample, this was a matter of
considerable concern, and the paper also uses cumulative housing price increases for the eight
quarters up to a peak as a metric for the identification of booms.

It is worth noting that the two-step procedure does not require booms to be followed by busts, as the
two types of events are determined independent!}y.7 This is appropriate, since the association between
boom-bust cycles and bubbles is empirical only.” However, the overall number of booms and busts is
the same (except for differences in initial observations), given that they are determined by the number
of asset price cycles found in the sample.

In the sample, some 75 housing price cycles were picked up by the procedure. A typical cycle lasted
about four years. During the bull market phase, which lasted not quite three years, real housing prices
increased by about 11% (cumulative). In the subsequent bear market phase, which lasted just about
one year, prices fall by about 6%. Hence, over a full cycle, inflation-adjusted prices increased, which is
consistent with trend increases in housing prices that reflect quality improvement, demand for housing
space that is increasing with per capita income, and other factors such a land scarcity.

Against this background, housing price increases in a boom were substantially higher, about 32% on
average (Table 1). To qualify as boom, prices had to increase by at least 15% (peak-to-peak
increases) or 19% (cumulative eight quarter increase up to a peak). The first metric also suggests that
boom phases tended to last somewhat longer than regular bull market phases at about four years.
Using price increases in the top quartile to identify booms yielded either 16 or 18 booms in the sample,
that is, roughly one and a half booms per country in the sample over 30 years. However, two
countries, namely Spain and the United States, did not experience a boom during the sample period.®

During housing price busts, inflation-adjusted housing prices fell by about 27%, that is, roughly five
times as much as during a regular bear market (Table 2). Strikingly, with about four years, busts lasted
much longer than average bear markets. As in the case of booms, our quartile-based approach
implies roughly one and a half busts per country over three decades or one bust in 20 years. However,
the experience across countries varied considerably. Three countries, the United States, Belgium, and
New Zealand, did not record any housing price crashes during 1970-2001."° Others, including the
United Kingdom, Sweden, and Switzerland experienced three busts. These differences may again
reflect country-specific developments and factors, including regulations and financial system
characteristics (eg, fixed rate versus flexible rate mortgages).

There is a strikingly low number of housing price boom-bust cycles in our sample if the peak-to-peak
metric for booms is used. Only six out of the 16 booms ended in a bust (Figure 1), suggesting an
unconditional probability of a boom ending in tears of not quite 40%. Moreover, quite strikingly, a bust
after a below-average increase in housing prices during the bull market phase is almost as likely to
occur as one after a boom. On the other hand, if the cumulative housing price increase for the eight
quarters up to a peak is used as a metric, roughly two thirds of all booms ended in a bust (Figure 2).
Moreover, with this metric, most episodes with below-average prices during bull markets were also
characterised by small, that is, below-average price decreases.

Bordo and Jeanne (2002) also use a procedure whereby booms and busts are determined independently.
Allowing for disconnect is appropriate from a theoretical perspective as well, as bubbles need not burst.
The analysis is based on completed housing price cycles only. At end-2001, some of the housing price bull markets or

booms that began in the mid to late 1990s were still ongoing.

1 In Belgium and New Zealand, the absence of a bust may reflect shorter series for the housing price indices. For the

United States, there is evidence of regional housing price busts despite the absence of country-wide busts (eg, Chaplin et al
(1997)).
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Table 1
Housing price bull markets and booms

Median over all events in category

Metric Number Price change Duration
(percent) (quarters)
Peak-to-peak increases
All bull markets 62 2.1
Booms only 16 32.7 16
1970s 4 51.0
1980s 7 28.4
1990s 5 304
Cumulative eight-quarter
increases up to peak
All Bull Markets 71 8.2 8
Booms only 18 31.7 8
1970s 6 37.3 8
1980s 10 31.2 8
1990s 2 19.2 8
Memorandum:
Trough - peak increases 62 11.3 11

Source: Author’s calculations.

Table 2
Housing price bear markets and busts

Median over all events in category

Price change Duration
Number

(percent) (quarters)
All Bear Markets 76 -5.7 5
Busts only 20 -27.3 16
1970s 9 -27.2 19
1980s 10 -30.1 16
1990s 1 -21.2 21

Source: Author's calculations.

How does the price behaviour during boom-bust cycles compare to other bull and bear markets
(Table 3)? Median price declines in the bust phase are very close to those for all busts, implying that
the bust phase of combined boom-bust cycles is not very different from that of other busts. Regarding
price increases during the boom phase, the difference with regard to the general median in the
category depends on the metric. According to the first metric, the price increases during booms in
boom-bust cycles tend to be large compared to other booms while according to the second metric, the
difference in price increases is relatively small. Overall, these results suggest that the notion of large
price increases being reflective of exuberance needs to be considered with some caution. Rapid price
increases over a short period appear to be better but obviously still imperfect predictors of bubbles
than those occurring over a longer time period.
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Table 3
Housing price boom-bust cycles

Median over all events in category

. Price change Duration
Boom metric Number
(percent) (quarters)
Peak-to-peak increases
Boom 6 64.2 17
Bust -31.6 16
Cumulative eight-quarter
price increases up to peak
Boom 12 29.4 8
Bust -30.1 16
Memorandum:
Peak-to-peak increases
Other booms 10 23.2 16
Other busts 14 —26.5 16
Cumulative eight-quarterprice
increases up to peak
Other booms 6 23.7 8
Other busts 8 -21.2 14

Source: Author’s calculations.

[l Housing price booms and busts and economic activity

Asset price booms and busts are generally assumed to have strong impact on the real economy. In
particular, there is a presumption that the asset price movements are mirrored in the profile of
economic activity, given the impact of asset prices on financial positions of firms and households,
which in turns affects their savings and investment decisions through a variety of channels.*! In
addition, there is a presumption that the duration and magnitude of the increase in asset prices matter
because they raise the vulnerability of the financial positions of households and firms to shocks
(eg, Kindleberger (2000)). Accordingly, the magnitude of the declines in aggregate demand and output
during the bust should vary inversely with the magnitudes of the price increase during the boom.

Are these presumptions relevant for housing price booms and busts? Does it matter whether busts
were preceded by a boom? Following standard event study methodology, the behaviour of real GDP
before and after a housing price bust (the event) is used as a yardstick to assess the effects of
housing price busts and housing price boom-bust cycles on economic activity.12 More specifically, the
paper studies the median of the GDP growth rates associated with the selected booms and busts for
12 quarters before, during, and 12 quarters after a housing price peak (Figure 3).

" There are four main channels through which asset prices affect aggregate demand: (i) household wealth, which influences

consumption; (ii) the market value of the capital stock relative to its replacement value, which influences fixed investment;
(iii) balance sheets of financial intermediaries, other firms, and households; (iv) capital flows which affect demand through
the real exchange rate. Prominent among these balance sheet mechanisms are the financial accelerator (asset prices
determine values of collaterals) and the bank (insurance) capital channel. The latter operates through the effects of asset
prices on intermediaries’ equity positions, which in turn determine the amount of their intermediation services (eg, the
amount of bank lending). Finally, large asset price change can also affect confidence and expectations.

2 This methodology has been widely used in the literature to study a variety of events, including currency crises, debt crises,

banking crises, current account reversals, and stabilisation programs, among others (eg, Freund (2000), Bordo and Jeanne
(2002), Mishkin and White (2003) and Gourinchas et al (2001)).
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Figure 1

Housing price bull and bear markets
with peak-to-peak boom metric
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Note: The figure shows the combinations of market constellations for broad housing prices according to quartiles.
Booms are defined by price changes in top quartile for bull markets while busts are defined by price changes in the
bottom quartile.

Source: Author’s calculations.
Figure 2

Housing price bull and bear markets with
cumulative eight quarter increase boom metric
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Note: The figure shows the combinations of market constellations for broad housing prices according to quartiles.
Booms are defined by price changes in top quartile for bull markets while busts are defined by price changes in the
bottom quartile.

Source: Author’s calculations.
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The evidence from the busts in the sample clearly suggests that housing price busts in industrial
countries were associated with substantial negative output gaps, as real GDP growth decreases
noticeably. On average, the output level three years after the beginning of a housing price bust was
about 8% below the level that would have prevailed with the average growth rate during the three
years up to the bust (about 6% if the average growth rate for all housing price bull markets were used).

The lower panel of Figure 3 shows the effects on economic activity of housing price bear markets
more generally. Comparing output behaviour by quartiles of the price declines corroborates the notion
that housing price busts are different when it comes to their association with economic activity. The
output level three years after the beginning of a bear market in the lower middle quartile (that is, price
declines in the quartile immediately above that for busts) is roughly where it would have been with the
average growth rate during the three years prior to a bust, suggesting that regular housing price bear
markets should not be of great concern to policymakers or investors.

In terms of timing, the beginning of the output slowdown after a housing price bust coincided roughly
with the beginning of the bust itself. This is consistent with the finding that all but one housing price
bust were associated with recessions (that is, declines in the level of economic activity), as the decline
in prices began about three quarters before the fall in economic activity, that is, the level of real GDP
(GDP growth rates begin declining about three to four quarters before the actual recession sets in)."*
As noted in Helbling and Terrones (forthcoming), the fall in output growth rates during busts typically
reflects declining growth rates in all key components of private domestic absorption.

Combined housing price boom-bust cycles are of particular interest for reasons noted above. In the
top panel of Figure 4, the median output behaviour during housing price boom-bust cycles is
compared to that for other busts using both boom metrics applied in the paper. The median decline in
output growth rates appears larger in the case of boom-bust cycles compared to other busts. After
three years, the output loss is more than 7% for both boom metrics (loss relative to the output level if
average growth rates during bull markets had prevailed). Nevertheless, the median output loss of
about 5% for other busts is large enough for them to remain a matter of great concern.** Another
striking difference is the pre-peak behaviour. In boom-bust cycles, GDP growth accelerates noticeably
during booms while in for other cases, such a pattern is absent. This observation is consistent with the
notion of overheating during booms.

Another issue concerns the indicator properties of housing prices as leading indicators for economic
activity more generally. In the lower panel of Figure 4, output behaviour during boom-bust cycles is
compared to that during booms followed by a regular bear market. Clearly, output behaviour is
strikingly different, reinforcing the notion of regular housing price bear markets being associated with
more benign output responses. This also highlights the problems of using large, persistent housing
price increases as leading indicators.

V. Housing price boom-busts, monetary policy and the financial system

Recent attention has focused on two aspects of the relationship between housing price booms and
busts and the financial system. The first one concerns the relationship with interest rates. It has been
argued that the striking housing price increases in some countries in recent years were a response to
the sharp decreases in interest rates, as central banks eased their monetary policy stance during the
downturn. The upper panel in Figure 5 shows the profile of nominal short-term interest rates before, at,
and after peaks for housing price busts, comparing all busts with those preceded by a boom and those
preceded by regular bull markets. Monetary policy tightening appears to have played a role in
triggering housing price busts after booms, as short-term rates typically increased toward the end of a
boom and remained high into the first year of a bust. This evidence reflects the fact that most housing

2t is worth noting, though, that not all recession during the sample period were associated with housing price busts. (See

IMF (2002)).

¥ Naturally, formal testing is problematic given the few observations for each subgroup. Nevertheless, it should be noted that

the difference in median output behaviour for the two types of busts is not statistically significant if the standard deviation for
the entire sample of busts is used (see Helbling and Terrones (forthcoming), for details).
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price boom-busts in the sample occurred during either the late 1970s and early 1980s or the late
1980s, when reducing inflation was an important policy objective. The disinflation increased the real
burden of debt, which exposed inflation-related overinvestment and associated financial frailty.*> The
chart also suggests that interest rates were declining in the early stages of booms - a trend which
would be even more recognisable if real rather than nominal interest rates had been used - a fact that
highlight that favourable liquidity conditions tend to coincide with housing market booms. In contrast,
there is no apparent linkage between short-term interest rate changes and other housing price busts.

Another crucial relationship is that between credit and housing price booms and busts. Borio and
Lowe (2002) note that asset price booms tend to go hand-in-hand with credit booms. This partly
reflects normal behaviour of credit, which tends to be procyclical. However, credit booms in
conjunction with asset price booms also reflect the amplification of the real economy effects through
the financial accelerator and other supply side mechanisms.™ Finally, credit booms have also been
associated with financial deregulation, particularly if the latter was not accompanied by adequate
strengthening of regulatory and supervisory frameworks and appropriate macroeconomic policies. This
was found to have been an important factor behind some of the housing price boom-busts of the
1980s, as substantial steps in that domain were taken in many industrial countries in the late 1970s
and early to mid-1980s (eg, Drees and Pazarbasioglu (1998), Allen and Gale (1999), and BIS (2003)).

The evidence shown in the lower panel of Figure 5 confirms that credit booms tended to coincide with
housing price boom-bust cycles but not with other housing price bull markets followed by a bust. In the
former, private credit, as a percent of GDP, increased rapidly during booms before falling some time
into the bust.

This finding is consistent with results discussed in IMF (2003), where the important link between
housing price busts and credit markets was highlighted. Housing price busts had strong and fast
adverse effects on the banking system and its capacity to lend, which, in turn, likely explains the
relatively strong impact on economic activity. Moreover, in some cases, banks were affected by
solvency problems after housing price busts. Indeed, according to the chronology of banking crises
reported by Eichengreen and Bordo (2002), all major banking crises in industrial countries during the
postwar period coincided with housing price busts.

V. Conclusions

The recent equity price bust has been a forceful reminder of how dramatic asset price reversals and
their implications can be. This paper examined the main empirical regularities of housing price booms
and busts in 14 industrial countries during 1970-2001. The evidence suggests that while housing price
busts are infrequent events, they nevertheless occur frequently enough to be of great concern to
policymakers and investors alike. Like other asset prices, housing prices do sometimes decline,
especially when they are adjusted for general consumer price increases, notwithstanding frequent
claims to the contrary. However, booms and busts are not as closely connected, as it is widely
believed. Depending on the metric used to identify booms, only between two fifths and two thirds of all
housing price booms in the sample ended in a bust. The paper also established that large housing
price increases over several years need not be good indicators of forthcoming busts. Relatively rapid
increases over a short period of two years or less appear to be better but still imperfect indicators.

Housing price busts coincided with sharp slowdowns in economic activity and, in all but one case, with
outright recessions. They are thus costly from a welfare point of view. The paper also showed that the

*  schwartz (1995) argued that sustained inflation encourages speculative investments, especially in real assets, because

investors expect rising prices, which reduces the real value of their borrowing but not of their investments.

®  The financial accelerator refers to the interaction between a borrower’s net worth, which depends in part on asset prices,

and the costs and availability of external funds relative to internal funds (cash flow from operations). A decrease in net worth
increases the relative costs of external funds while an increase reduces these costs. Another important supply channel is
the bank (insurance) capital channel, which operates through the effects of asset prices on intermediaries’ equity positions,
which in turn determine their supply of intermediation services (eg, the amount of bank lending). See Bernanke (1993) and
Bernanke et al (1999) for surveys on how the financial sector transmits and amplifies shocks to the economy or asset
prices.
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downturns in economic activity tend to be more severe in the case of boom-bust cycles, although
output gaps in the case of busts that were not preceded by booms were also substantial. Housing
price busts after boom were associated with prior monetary policy tightening, reflecting the fact that
most boom-busts occurred during either the late 1970s and early 1980s or the late 1980s, when
reducing inflation was an important policy objective. Housing price booms were generally associated
with credit booms while credit typically declined during busts. Overall, the main empirical regularities
discussed in this paper underscore the need for policymakers and market participants to be cognisant
of the risks associated with housing price booms and busts. They suggest that despite obvious
limitations, housing prices should be monitored when it comes to assessing macroeconomic
conditions and prospects or financial vulnerabilities.

Figure 3

Housing price declines and economic activity
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Figure 4
Housing price boom-busts and economic activity

Medians over all events in categories
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Figure 5

Housing price busts, monetary policy
and the financial system

Medians over all events in categories
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The asset price bubble in Japan in the 1980s:
lessons for financial and macroeconomic stability*

Shigenori Shiratsuka

Abstract

This paper reviews the implications of asset price fluctuations for financial and macroeconomic
stability, based on Japan’s experience of the asset price bubble. That experience was characterised
by euphoria, that is, excessively optimistic expectations with respect to future economic fundamentals,
which lasted for several years before dissipating. Policymakers are unlikely to make an appropriate
policy response without full knowledge of the nature of asset price hikes or an accurate forecast of
potential growth rates. In any policy response, it is deemed important to assess the sustainability of
financial and macroeconomic stability.

Keywords: Asset price bubble; Financial stability; Macroeconomic stability, Sustainability.
JEL Classification Codes: E31, E44, E58, E63, G18.

l. Introduction

In this paper | discuss the implications of asset price fluctuations for financial and macroeconomic
stability, based on Japan’s experience in the late 1980s.

A look back over Japan’s experience since the late 1980s shows that the emergence and bursting of
the bubble played an important role in economic fluctuations in this period. This experience clearly
indicates that both financial and macroeconomic instability are closely related to large fluctuations in
asset prices, and raises the question of what is the appropriate way to treat asset prices in
macroeconomic policymaking.

What should be noted regarding Japan’s experience is that the enthusiasm of market participants,
together with the inconsistent projection of fundamentals, contributed to a large degree to maintaining
temporarily high asset prices at that time. Such enthusiasm is often called euphoria,® excessively
optimistic but unfounded expectations for the long-term economic performance, lasting for several
years before dissipating.®

In this context, it is crucial to accurately analyse what asset price fluctuations imply and to accurately
evaluate how expectations illustrated in such fluctuations are sustainable. In retrospect, the prevailing
expectations in Japan in the late 1980s were that the country was entering a new era of economic
development, reflecting optimistic expectations for potential growth. It was thus excessive optimism
rather than consistent projection of fundamentals that mainly supported temporarily high asset prices.
As a result, the increase in asset prices during this period failed to provide sufficient evidence with

This paper was prepared for the IMF-BIS conference on Real Estate Indicators and Financial Stability, held at the IMF in
Washington DC on 27-28 October 2003. The paper is based on my past research with many co-authors, including
Kunio Okina, Makoto Saito, Tokiko Shimizu and Masaaki Shirakawa. | would like to thank the staff of the Institute for
Monetary and Economic Studies of the Bank of Japan for their helpful comments. The views expressed here are mine and
do not necessarily reflect the official views of either the Bank of Japan or the Institute for Monetary and Economic Studies.

Kindleberger (1996) employs the concept of euphoria to describe the financial history of major asset price bubbles. Shiller
(2000) uses the term “irrational exuberance” to describe a similar phenomenon. Garber (2000), however, argues against the
explanation of bubbles from the viewpoint of mass psychology.

It is important to note that euphoria is completely different from a rational bubble as modelled in Blanchard and Watson
(1982). The rational bubble is expressed as a divergence from economic fundamentals and the probability of its bursting is
recognised among economic agents and thus incorporated into asset price formation.
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which to assess whether this rise was the consequence of the advent of a new economy or just
euphoria.

This paper is organised as follows. Section Il summarises the characteristics of the asset price bubble
in the late 1980s by reviewing Japan’s experience of asset price booms in the postwar period.
Section Il verifies the lessons of asset price bubbles regarding financial and macroeconomic stability.
Section IV discusses policy implications regarding how to deal with major fluctuations in asset prices in
macroeconomic policymaking. Section V examines policy implications in a more practical manner by
conducting a case study exercise based on Japan’'s macroeconomic conditions in the late 1980s.
Section VI concludes.

Il. Japan’s asset price bubble in the late 1980s

In this section | summarise the characteristics of the asset price bubble in the late 1980s, based on
Japan’s historical experience of asset price inflation in the postwar period.

A. Japan’s asset price fluctuations in the post-WW Il period

Figure 1 plots major financial and economic indicators, including asset prices such as stock and land
prices in the postwar period. The figure plots stock prices and land prices as indicators for asset prices
(first panel), the consumer price index, the domestic wholesale price index, and the GDP deflator as
indicators of the general price level (second panel), the growth rate of real GDP, and the
unemployment rate as indicators for demand-supply conditions (third panel), and M2+CDs and
nominal GDP (last panel).

The figure shows Japan experienced three major boom-bust cycles in asset prices in the postwar
period: (1) the Iwato boom in the second half of the 1950s; (2) the boom of Prime Minister Tanaka's
“remodelling the Japanese archipelago” project; and (3) the Heisei boom in the late 1980s to early
1990s.

First, at the time of the lwato boom, when Japan’s economy entered the so-called “high economic
growth period”, asset prices increased rapidly, reflecting an improvement in fundamentals due to
technological innovations. The real economic growth rate exceeded 10% per annum, driven mainly by
investment demand due to technological innovations that replaced the post World War lI
reconstruction demand. On the price front, consumer prices rose while wholesale prices remained
generally stable, thus leading to the so-called “productivity difference inflation”.

Second, during the period from the “remodelling the Japanese archipelago™ boom to the first oil crisis,

asset prices increased and then the general price level sharply rose due to the excessively high
growth of the money stock and oil price hikes stemming from the first oil crisis. In the meantime, real
economic growth rapidly declined, marking an end to the high economic growth period.

Third, in the Heisei boom, asset prices increased dramatically under long-lasting economic growth and
stable inflation. Okina et al (2001) define the “bubble period” as the period from 1987 to 1990, from the
viewpoint of the coexistence of three factors indicative of a bubble economy, that is, a marked
increase in asset prices, an expansion in monetary aggregates and credit, and an overheating
economy. The phenomena particular to this period were stable CPI inflation in parallel with the
expansion of asset prices and a long adjustment period after the peaking of asset prices.

The decline in asset prices was initially regarded as the bursting of the asset price bubble, and an
amplifying factor of the business cycle. Although the importance of cyclical aspects cannot be denied,

*  Kakuei Tanaka, who became Prime Minister in 1972, effected extremely aggressive public investment based on his belief

(remodelling the Japanese archipelago) that it was necessary to resolve overpopulation and depopulation problems by
constructing a nationwide shinkansen railway network, which led to an overheated economy.
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further declines in asset prices after the mid-1990s seem to reflect the downward shift in the trend
growth rate beyond the boom-bust cycle of the asset price bubble (Figure 2).°

B. Mechanism behind the emergence and expansion of the bubble

Focusing on the third episode above, the bubble was generated by the complex interaction of various
factors as a process of “intensified bullish expectations” (Figure 3).

The intensified bullish expectations are clearly observed in the increased equity yield spread during
the period from the late 1980s to the early 1990s (Figure 4). As reported by Okina et al (2001), the
expected growth rate of nominal GDP computed from the equity yield spread in 1990 is as high as 8%
with the standard assumption based on the discount factor. However, in view of the low inflation at the
time, it was unlikely that the potential growth rate of nominal GDP was close to 8%. Hence, it would be
more natural to infer that the high level of the yield spread in 1990 reflected the intensification of
bullish expectations, which were not sustainable in the long run.

The intensified bullish expectations were certainly grounded in several interconnected factors. The
factors below are often pointed out as being behind the emergence and expansion of the bubble:

. aggressive behaviour of financial institutions

. progress of financial deregulation

. inadequate risk management on the part of financial institutions

. introduction of the Capital Accord

o protracted monetary easing

. taxation and regulations biased towards accelerating the rise in land prices

. overconfidence and euphoria

. overconcentration of economic functions in Tokyo, and Tokyo becoming an international

financial centre

Focusing on monetary factors, it is important to note the widespread market expectations that the then
low interest rates would continue for an extended period, in spite of clear signs of economic
expansion. The movement of implied forward rates from 1987 to 1989 (Figure 5) shows that the yield
curve flattened while the official discount rate was maintained at a low level.®

[l Adverse effects on financial and macroeconomic stability

In this section, | selectively examine the lessons of Japan’s asset price bubble in terms of financial and
monetary stability. | take up three points below: (i) the build-up of risks during the period of bubble
expansion; (ii) the vulnerability of the bank-based financial system; and (iii) the weakened effects of
monetary easing.

The bursting of the asset price bubble not only triggered the materialisation of adverse effects but also amplified them as
time passed, thereby making structural adjustment more difficult. This incomplete economic adjustment to major changes in
a relative price system resulted in the downward shift in growth trend in the 1990s, thereby amplifying the asset price
decline beyond the boom-bust cycle.

The implied forward rate is the future interest rate estimated from market rates with a different time to maturity. For example,
the implied forward rate for three years ahead gradually increased from June 1987. As the BOJ conducted a slightly tighter
monetary operation from September 1987, it rose to a level over 6% in the autumn. However, expectations of higher interest
rates receded after the worldwide plunge of stock prices in October of the same year, and the implied forward rate
decreased to around 5%. After the spring of 1988, the stock market gradually recovered and the economy once again
showed clear signs of expansion. Nevertheless, the rate basically remained flat at around 5% towards the spring of 1989.
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A. Build-up of risks during the period of bubble expansion

The first lesson is that risks of financial and macroeconomic instability build up during asset price
booms and materialise as an aftermath of asset price declines and recessions.’ In the light of Japan’s
experience, it seems to be a characteristic that the effects of a bubble are asymmetrically larger in the
bursting period than in the expansion period.

A rise and fall in asset prices, which contain an element of a bubble, influence real economic activity
mainly through two routes: (i) consumption through the wealth effect, and (ii) investment through a
change in the external finance premium due to changes in collateral and net asset values.? As long as
asset prices are rising, they influence the economy in a favourable way and the adverse effects are
not thoroughly recognised.

However, once the economy enters a downturn, the above favourable cycle reverses, thereby leading
to a severe reaction. The harmful effects of a bubble will emerge, exerting stress on the real side of
the economy and the financial system due to an unexpected correction of asset prices. If intensified
bullish expectations which previously supported the bubble are left unchecked, the expansion and
subsequent bursting of the bubble will become more intense, affecting the real economy directly or, by
damaging the financial system, indirectly.

Looking at the land price problem from the viewpoint of the stability of the financial system, it was the
risk brought about by the sharp rise in land prices and the concentration of credit in the real estate and
related industries that were insufficiently perceived. During the bubble period, real estate was
generally accepted as collateral. However, if the profitability of businesses financed by secured loans
is closely related to collateral value, such loans become practically unsecured since profits and
collateral value move in the same direction.

In fact, Shimizu and Shiratsuka (2000) show a simple numerical exercise, which is based on an
analytical framework of value-at-risk (VaR) and enables us to sufficiently predict the magnitude of
non-performing loans held by Japanese banks in the 1990s (“stress testing”). The exercise estimates
the aggregate credit risk inherent in the loan portfolio of Japanese banks during the bubble period by
assuming sufficiently prudent scenarios for the probability of bankruptcy, the concentration of credit
and the future fluctuation of collateral 9prices (see Figure 6 for the scenario for land price fluctuation,
and Table 1 for the estimation results).

It should be noted, in this context, that the interaction of risks takes various forms, and such aggregate
risks are not merely the simple sum of risks recognised by individual economic agents. It might well be
the case that insufficient recognition of the interaction of various risks in the economy leads to an
excessive concentration of risk. It is thus deemed important to recognise the risk profile of the
economy as a whole, which might adversely affect sound financial and economic conditions from the
medium- to long-term viewpoint.

Moreover, the effect of asset price fluctuations is asymmetric, with a stronger effect in the case of an
asset price decline, because the collapse in asset prices has adverse effects on the stability of the
financial system. Changes in cash flow and asset prices arising from cyclical movements in firms’ net
worth tend to affect agency costs and credit conditions, thereby influencing firms’ investment
behaviour. It is important to note that the capital base functions as a buffer against future risks and
losses. Although this function is not clearly recognised as long as the economy is expanding smoothly,
the adverse effects of having an insufficient capital base will materialise once the outlook for economic
expansion changes.

See Borio et al (2001) for further discussion on this point.

Bernanke et al (1996) refer to the amplification mechanism of initial shocks through changes in credit market conditions as
the “financial accelerator”.

It should be noted that the analytical framework of Shimizu and Shiratsuka (2000) focuses on the changes in collateral
values of bank loans, among various risk factors for bank loan portfolios. This approach is thus effective in the case of late
1980s Japan, whose financial system heavily depended on bank lending secured by real estate. Financial systems vary
between countries in terms of the relative weights of bank lending and other features.
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B. Vulnerability of a bank-based financial system

The second lesson is that the vulnerability of Japan’s banking system to very large and unexpected
shocks increased significantly in the late 1980s.°

In a financial system, banks play a buffer role against short-term shocks by accumulating internal
reserves when the economy is sound and absorbing losses stemming from firms' poor business
performance or bankruptcy during recession. Even though some risks cannot be diversified only at a
particular point in time, such risks can nevertheless be diversified over time. In order to achieve a
more efficient allocation of risks in the economy, it is deemed important to have not only markets for
cross-sectional risk-sharing but also sufficiently accumulated reserves as a buffer for intertemporal
risk-smoothing.

Such a risk-smoothing function of the banking sector, however, is difficult to maintain under financial
liberalisation and more intense competition from financial markets. Intertemporal smoothing requires
that investors accept lower returns than the market offers in some periods in order to obtain higher
returns in others. Investors, however, would opt out of the banking system and invest in the financial
markets, thereby deteriorating banks’ internal reserves. As a result, a risk-smoothing function is lost
easily and suddenly once the economy encounters a shock that erodes banks’ net capital to the extent
that it threatens their soundness.

In fact, during the bubble era, gradual financial deregulation led to a reduction in the profitability of the
banking sector in Japan (Figure 7), thereby deteriorating the risk-smoothing function in the banking
sector. Against the background of financial liberalisation, fund-raising by major firms had been rapidly
liberalised since around 1980, while banks were only allowed to enter the securities business
gradually. Thus banks were very concerned that major firms would become less dependent on them
for funding. In the meantime, since interest rates on deposits had gradually been liberalised, banks
forwent the rent as they accepted deposits with regulated interest rates. Moreover, banks aggressively
extended loans to small and medium-sized enterprises against real estate collateral as well as real
estate related loans at low interest rates (Figure 8). In retrospect, such aggressive lending at low
interest rates seemed to have caused financial institutions to take excessive risks compared with their
profit outlook.

In this connection, two points should also be noted. First, a bank-based financial system, like Japan
has, absorbs more risks from households than a market-based financial system does. Risk allocation
in the economy thus would have been very different if the economy had had a market-based financial
system even under a similar course of financial and economic development. Second, a bank-based
financial system tends to magnify the adverse effects of the bursting of bubbles on real economic
activity due to the longer time lag before their materialisation.

C. Weakened effects of monetary easing

The third lesson is that the effectiveness of the central bank's monetary easing is substantially
counteracted when the financial system carries problems stemming from the bursting of a bubble.

Although it is difficult to give a direct answer to the above question, the quantitative growth of financial
indicators suggests that the current monetary easing phase is different and unusual compared with
past experiences. First, from a quantitative aspect, Figure 9 shows that the monetary base (which
represents the liabilities of the BOJ) has been recording marked growth, while the money supply
(M2+CDs) has been growing at a low rate and bank loans have been declining. Second, on the fund
allocation front, Figure 10 indicates that while loans to manufacturing industries, which are believed to
carry relatively high profitability, had declined throughout the 1990s, loans to the real estate industry
followed an increasing trend until 1998.

The above observation suggests the possibility of two mechanisms. First, an increase in
non-performing loans erodes the net capital of financial institutions, resulting in a decline in risk-taking
ability (credit crunch). Second, even though firms become unprofitable, financial institutions continue

1 Baba and Hisada (2002) discuss the characteristics of Japan’s financial system in detail.
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lending to them to prevent losses from materialising (forbearance lending)."" Under such
circumstances, loans to unprofitable firms become fixed and funds are not channelled to growing
firms, holding down economic activity.

Moreover, monetary easing alone was unable to offset amplified shocks beyond the boom-bust cycle
of asset price fluctuations. Nagahata and Sekine (2002) showed that the positive impacts of lowering
interest rates worked, although such easing impacts were offset by the negative impacts of
deteriorated balance sheet conditions at the firms as well as banks.

As a related issue, it should be stressed that, once a financial system tumbles into a critical situation,
the boundary between monetary and prudential policies becomes extremely ambiguous.** Money
market operations under financial crises have a larger burden of liquidity management in various
markets, in addition to a standard role as a starting point of monetary policy transmission.

More precisely, during financial crises, financially stressed banks tend to have serious difficulties not
only with lending, but also arbitraging and dealing. This hampers the transmission mechanism from
the policy-targeted rate to longer-term rates, resulting in segmentation among various financial
markets. Thus, it could be extremely important for a central bank to intervene in various financial
markets to fix segmented markets, thereby restoring market liquidity and the proper transmission
mechanism.

V. Risk management perspectives

In this section, | turn to the policy implications of how to deal with major fluctuations in asset prices in
macroeconomic policymaking. | would emphasise the importance of risk management perspectives in
order to deal with the possibility of a bubble in a pre-emptive manner.*?

A. Risk assessment of the economy

A starting point of the risk management of the economy is how to accurately assess risks with a view
to the future risk of financial and macroeconomic instability. The critical point in the risk assessment is
the judgment on the possibility of structural changes in the economy or entering a “new economy”. As
evidenced by the experience of Japan’s bubble period, it is difficult to deny such a possibility with the
contemporaneously available information under euphoric expectations. This makes it crucially difficult
to identify whether the increases in asset prices being observed are really a bubble or not in the very
process of the expansion of a bubble.

Policymakers in the above situation are faced with two different kinds of risk. When productivity rises,
driven by changes in economic structure, strong monetary tightening based on the assumption that the
economic structure has not changed would constrain economic growth potential. On the other hand, a
continuation of monetary easing would allow asset price bubbles to expand if the perception of
structural changes in the economy was mistaken.

This issue can be regarded as similar to a problem of statistical errors in the test procedure of
statistical inference. A type | error (the erroneous rejection of a hypothesis when it is true) corresponds
to a case where (though a “new economy” theory may be correct) rejecting the theory means the
central bank erroneously tightens monetary conditions and suppresses economic growth potential. A
type Il error (failure to reject a hypothesis when it is false) corresponds to a case in which a bubble is
mistaken as a transitional process to a “new economy”, and the central bank allows inflation to ignite.

Given that one cannot accurately tell in advance which of the two statistical errors policymakers are
more likely to make, it is deemed important to consider not only the probability of making an error but

' Sekine et al (2003) provide empirical evidence on the possibility of forbearance lending in Japan in the 1990s.

2 See Saito and Shiratsuka (2001) for details on this point.

¥ Greenspan (2003) points out that monetary policymaking under uncertainty involves a crucial element of risk management.
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also the relative cost of each error. In this regard, Japan’s experience suggests that making a type Il
error is fatal compared with a type | error when faced with a bubble-like phenomenon. For monetary
policymaking at that time, it seemed pragmatic to flexibly adjust the degree of tightening while paying
due attention to not only a type Il error but also a type | error.

B. Sustainability of sound financial and economic environments

In assessing the risks in the economy, | should stress the importance of the viewpoint of the
sustainability of sound financial and economic environments.

Taking monetary policy as an example, the relevant question in practice is how to define price stability
so that it supports a sound financial and economic environment as a basis for sustainable economic
growth. There seems to be a consensus that the best thing monetary policy can do to foster
sustainable economic growth is to deliver predictably stable prices in the long term. However, a
consensus has yet to be reached as to how to transform such a conceptual definition into a practice of
monetary policy as regards the practical interpretation of price stability.

In this context, Shiratsuka (2001) classifies views regarding price stability into two: “measured price
stability” and “sustainable price stability”. The first definition of “measured price stability” emphasises
the importance of maintaining a specific rate of inflation measured by a specific price index at a
particular point in time. This enables one to specify price stability numerically so as to set a tolerable
target range for the inflation rate, such that price stability corresponds to a rate of inflation from 0 to
2%.

The second definition of “sustainable price stability” considers price stability to be important as a
necessary condition for maximising economic stability and efficiency.™* In this case, price stability
pursued by a central bank is not necessarily equivalent to maintaining a specific rate of inflation
measured by a specific price index at a particular point in time. This is because such indicators are
influenced by various temporary shocks and measurement errors.”> An important yardstick for price
stability is whether the stabilisation of public expectations regarding inflation is attained.™®

It seems most practically feasible for a central bank to deal with asset price bubbles from the viewpoint
of contributing to the sound development of the economy through the pursuit of price stability.
However, it might be the case that achieving low measured inflation in the short term does not
necessarily ensure sustainable stability of the economy.

V. Assessment of intensified bullish expectations

In this section, | examine policy implications, discussed in the previous section, in a more practical
manner by conducting a case study exercise about Japan’s macroeconomic conditions in the late
1980s.

¥ Mieno (1994), the former Governor of the BOJ, stated during his lecture at the Kisaragi-kai in May 1994 that “price stability

does not mean the stability of price indices. Real price stability can be achieved when such stability is backed by medium- to
long-term, well-balanced, and sustainable economic growth.”

> For example, it might be the case that statistically measured inflation is highly volatile at a glance, while most of the effects

are just temporary. Conversely, it might also be the case that measured inflation remains stable, even though the changed
underlying inflation trend is offset by temporary shocks. To deal with this problem, Shiratsuka (1997) and Mio and
Higo (1999) empirically show that the timmed mean estimator, which excludes the impacts of items located on both the tails
of cross-sectional distribution of inflation, adequately adjusts for the impact of temporary shocks, and could well be a quite
useful and powerful indicator with which to gauge the changes in underlying inflation fluctuations.

* In this context, FRB Chairman Greenspan refers to price stability as being a state of the economy in which “economic

agents no longer take account of the prospective change in the general price level in their economic decision making”
(Greenspan (1996)).
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A. Taylor rule

| first take up the Taylor rule as a possible guidepost for a central bank to deal with asset price
fluctuations in a pre-emptive manner.

In the most basic formulation, the Taylor rule considers that the operational target level of the interest
rate should be determined according to the divergence of the inflation rate and output gap from their
equilibrium level (Taylor (1993)). The standard interpretation of the Taylor rule is that a central bank
has two objectives on the level of economic activity, inflation and output gap, whose relative
importance is evaluated by the coefficients of each objective variable. However, if we regard the
output gap as a proxy of future inflationary pressure, the Taylor rule can be interpreted as a rule that
responds to current and future price developments.*’

Within the framework of the Taylor rule, Bernanke and Gertler (1999) argue that it is possible for a
central bank to deal with potential inflationary pressure in a pre-emptive manner. This is because
effects of asset price fluctuations are included in changes in the current output gap.'® They present
simulation results that the BOJ should have been able to achieve better performance if it had pursued
a Taylor-type rule that discards asset price fluctuations (Figure 11). In fact, their policy rule points to
the need for rapid tightening by raising the interest rate from 4% to 8% in 1988, despite focusing only
on the inflation and output gap.

Okina and Shiratsuka (2002, 2003) point out, however, that Bernanke and Gertler's (1999) conclusion
depends crucially on their treatment of the consumption tax in compiling a core inflation rate
(Figure 12). They show that the spike of the policy rate in 1998, observed in Bernanke and Gertler
(1999), disappears when they adjust for the introduction of the consumption tax (3%) in April 1989.
They conclude that it was difficult for the BOJ to pursue rapid monetary tightening in 1988 as
Bernanke and Gertler pointed out, if one considers that one-time price increases induced by an
introduction of the consumption tax should not be offset by monetary tightening.

B. Output gap and trend growth

Given the above argument on the Taylor rule, | next examine two components of the Taylor rule,
output gap and inflation, in turn.

The assessment of potential GDP differed according to whether one adopted the optimistic
expectations at the time or accepted the potential growth rate based on the benefit of hindsight that
such expectations were nothing more than euphoria. In the case of euphoria, the perceived potential
output path shifts upwards as economic expansion prolongs, resulting in the underestimation of
inflationary pressure in view of the output gap. Conversely, in the case of a rational bubble, an output
gap is assessed based on recognition that the potential output path remains unchanged. Thus, market
participants correctly recognise fundamental values of asset prices as well as the sustainability of
currently overvalued asset prices, which leads to the same judgment reached with the benefit of
hindsight, that the asset price increase was entirely the result of euphoria.*

What typically bears out this point is, as illustrated in Figure 13, the evaluation of the real GDP growth
path on a real-time basis. 1987 Q1 marks the bottom of the yen appreciation recession prior to the
bubble period. At this point, when one plots a linear trend line from 1977 Q4 to 1987 Ql, it

" For example, Meyer (2000) states that the Taylor rule depends on two central bank objectives, inflation and output gap, as

well as being pre-emptive in nature in the sense that the output gap is a leading indicator of inflation. In addition, interpreting
the inflation rate and output gap as variables in the Taylor rule, Goodhart (1999) states that these two variables are core
variables in forecasting future inflation.

8 Bernanke and Gertler (1999) argue that “[by] focusing on the inflationary or deflationary pressures generated by asset price

movements, a central bank can effectively respond to the toxic side effects of asset booms and busts without getting into the
business of deciding what is a fundamental and what is not”.

¥ In this context, Meyer (2000) states that a major challenge for US monetary policy at that time (as of March 2000) was

determining how “to allow the economy to realise the full benefits of the new possibilities while avoiding an overheated
economy”. He also emphasises the importance of possible changes in aggregate supply and trend growth in the evaluation
of inflationary pressure.
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approximately corresponds to a trend of 3.5% growth. However, from 1987 Q1 to mid-1991, real GDP
expanded following a trend line of 5% growth.

Given the above argument, it is deemed crucial that the risk of committing a type Il error increases as
economic expansion prolongs. This is because continued economic expansion gradually makes it
difficult to recover the cyclical and trend components from the data.

C. Inflation

In the bubble period, the CPIl was extremely stable until around 1987, but started to rise gradually in
1988 (Figure 14). The year-on-year increase in the CPI, adjusted for the impact of consumption tax,
continued to rise after April 1989, and it reached 2% in April 1990 and 3% in November 1990.

From the viewpoint of “measured price stability”, two evaluations are possible: (1) prices eventually
rose substantially towards the end of the bubble period, compared with the recent level of inflation;
and (2) price stability had not been undermined in comparison with the figure before the bubble period.
The difference between the two evaluations, so to speak, boils down to the question of what can be
regarded as a tolerable rate of inflation. There can be a variety of answers to this question.

From the viewpoint of “sustainable price stability”, however, it can be seen that Japan’s economy
experienced deflation as a result of the emergence of the bubble economy in the second half of the
1980s. Thus, as Okina et al (2001) point out, it could be safely claimed that Japan’s economy did not
succeed in maintaining price stability after the bubble period. In other words, the experience of the
bubble period seems to suggest the importance of “the sustainability of price stability over a fairly long
period”.

D. Money supply and credit

Finally, 1 examine the development of monetary aggregates. During the bubble period, the large
increase in money supply and credit also signalled the need for an early increase in interest rates.

In fact, while the BOJ expressed concern over the increase in money supply from a relatively early
stage,” such concern was ultimately not taken seriously. The major reason for this was lack of a
common understanding, including on the part of the BOJ, as to what kind of problems might be
occasioned by the massive expansion of money supply and credit.

At that time, concern over the large increase in money supply was mainly based on the view that such
an increase would eventually result in inflation. However, prices did not rise even though money
supply increased. As a result, it was widely argued that the statistical relationship between money
supply and prices had become unstable and this argument gradually prevailed. In addition, the
ongoing deregulation of deposit interest rates was often mentioned as a reason for the statistical
instability.

Based on Japan’s experience, when money supply and credit show a very large upswing, we should
pay close attention to such movements in the conduct of monetary policy on the presumption that such
large fluctuations may indicate the possibility of undesirable developments in economic activity.

VI. Concluding remarks

This paper has reviewed the implications of asset price fluctuations for financial and macroeconomic
stability, based on Japan’s experience of the asset price bubble in the late 1980s.

% As pointed out in Okina et al (2001), the BOJ had already voiced concern over the massive increase in money supply and

the rapid rise in asset prices in the summer of 1986. The concern of senior BOJ officials is expressed in the term “dry wood”
(easily ignitable inflation) which was often heard at the time.
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A critical point is that Japan’s asset price bubble was based on excessively optimistic expectations
with respect to the future, which might be described as euphoria with the benefit of hindsight, rather
than a rational bubble. Under continued price stability, the perceived potential output path shifted
upwards as economic expansion prolonged, resulting in the emergence of euphoria and
underestimation of inflationary pressure in view of the output gap. However, the increase in asset
prices during this period also failed to provide sufficient evidence with which to assess whether this
rise was the consequence of the advent of a new economy or just euphoria.

After all, policymakers are unlikely to make an appropriate policy response without full knowledge of
the nature of asset price hikes or a correct forecast of potential growth rates. In any policy response, it
is deemed important to assess financial and macroeconomic stability from the viewpoint of
sustainability. It should be noted, however, that no rules exist regarding how to accurately recognise
the risk profiles in the economy. In fact, Kindleberger (1995) points out that there are no cookbook
rules for policy judgment, and it is inevitable that policymakers are required to make a discretional
judgment.?*

Table 1
The credit risk of the loan portfolio of city banks (end-March 1990)

In trillions of yen

?)?glg;ﬁtlg Assumption about Scenario for the
. portfolio future fluctuation of Amount of credit risk
(observation . e .
. diversification collateral prices
period)
Of which:
Concentration
risk*
1 Bankruptcy probability Average diversification Constant 2.7 1.6
(1985-89)
2 Default probability Average diversification Constant 5.0 2.7
(1985-89)
3 Default probability2 Average diversification Constant 14.9 6.0
(1990-94) assuming
deterioration of the
credit situation of the
construction,
real estate and
finance-related
industries
4 Same as above Average diversification Deviation from the 17.5 6.9
theoretical value is
eliminated in five years
5 Same as above Credit concentration in Same as above 22.8 10.5
the real estate and
finance-related
industries is assumed
(: 0.1 > 0.3)

Source: Table 2 in Shimizu and Shiratsuka (2000).

! The amount of risk when dynamic risk is assumed to be zero. ? The following increases for the default probability are
assumed: for the construction industry, from 0.0% to 0.40; for the real estate industry, from 0.0% to 0.59%; and for the
finance-related industry, from 0.0% to 7.49%.

2t Kindleberger (1995) on this point: “When speculation threatens substantial rises in asset prices, with a possible collapse in

asset markets later, and harm to the financial system, or if domestic conditions call for one sort of policy, and international
goals another, monetary authorities confront a dilemma calling for judgment, not cookbook rules of the game.”

BIS Papers No 21
51



Figure 1
Asset prices, general prices and economic environment
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Source: Bank of Japan, Financial and Economic Statistics Monthly.

BIS Papers No 21



120

100

80

60

40

20

0

Figure 2

Asset price deflation
1989 Q4 = 100

~
v \ N N A
y \
AN '—‘ ’ 2 ‘i’ d
-y \ 4 \’ AN - \
Y N SN -

7 N
— Land prices ——

~ g

= = = Stock prices
----------------- CPI excl fresh food*

\\\‘ll\‘\\\‘\l\‘\\\}\\\\\l\\\\\\\l\l\\\\l\\\l\

89 90 91 92 93 94 95 96 97 98 99 00 01 02 O3

! Seasonally adjusted using X-12-ARIMA with options of (0 1 2) (0 1 1) ARIMA model and level shifts in
April 1989 and April 1997 when the consumption tax was respectively introduced and subsequently hiked.

Sources: Bank of Japan, Financial and Economic Statistics Monthly; Ministry of Public Management,
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Figure 3

[llustration of bubble economy in Japan
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Figure 4
Equity yield spreads

In per cent
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Figure 5
Implied forward rates

In per cent
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Figure 6
Scenarios for land price fluctuations
First half of fiscal 1983 = 100
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so as to eliminate the deviation from the present discounted value in five years. 2. The present discounted value land
price is calculated by assuming that (i) total rental income from office space remains constant as a percentage of
GDP, (ii) the rate of growth of rental income is equal to the rate of potential economic growth and the expected rate of
inflation (with perfect foresight over a one-year horizon), and (iii) the risk premium is 2.3% (given by the difference
between the rate of nominal GDP growth for fiscal 1981-9 and the yield spread).

Source: Figure 1 in Shimizu and Shiratsuka (2000).

Figure 7

Profitability of Japanese banks®

In per cent
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Bank lending to real estate related industries®
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Figure 9
Monetary aggregates
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Sources: Bank of Japan, Financial and Economic Statistics Monthly; Cabinet Office, Annual Report on
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Figure 10
Loans outstanding by industries (to be updated)
1994 Q3 =100
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Figure 11
Taylor rule: Bernanke and Gertler’s estimation
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Figure 12

Taylor rule: Okina and Shiratsuka’s estimation
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Figure 13
Impact of trend shift in real GDP
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Figure 14
Price development
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Notes: 1. Figures are adjusted for the impact of consumption tax. Regarding the CPI, annualised changes from a
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Sources: Management and Coordination Agency, Consumer Price Index.
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Obtaining real estate data:
criteria, difficulties and limitations

Stephan V Arthur®

Ever since a major section in its 60th Annual Report, the Bank for International Settlements has
collected data on residential and commercial property prices. These have been consistently published
in “raw” form in its Annual Reports, or been used for various studies in the BIS Economic or Working
Papers series, and, more recently, the Quarterly Review. This paper examines the criteria used for
collecting such data, the difficulties encountered in compiling them as well as their limitations.

Introduction

In June 1989, the Bank for International Settlements (BIS), in its 59th Annual Report,” correlated, in
graphical form, the p/e ratio of the Tokyo stock market with the inflation-adjusted price of commercial
real estate (land) in six major Japanese cities, noting that Japanese corporations held, at the time, a
considerable amount of land. A year later, the BIS devoted a whole section on property markets in its
Annual Report,® and this was to lead to fairly regular annual publication of the data it had collected in
this field. By also correlating both residential and commercial property prices with equity prices in the
same section, it was the forerunner for its work on aggregate asset prices.* This paper examines the
criteria behind collecting and evaluating the data for these real estate data, the difficulties encountered
in compiling them as well as the various limitations to the data.

The criteria

There are, generally speaking, for most areas of international data collection, six criteria which need to
be satisfied from a statistical viewpoint:®> regular availability, representativeness, homogenous
comparability, unbroken and unchanging description, length of series and data frequency.® In a perfect
world, data would be always available for all countries under review, have identical measurement
parameters, not have any breaks in series, go back to an identical (distant) starting point and, finally,
be available on a monthly basis. Alas, the art of statistics (at least in this field) has been to overcome
the imperfections found in the real world!

Indeed, the IMF established, in 1996, the Special Data Dissemination Standard (SDDS) to “guide
members that have, or that might seek, access to international capital markets in the provision of their
economic and financial data to the public. Both the General Data Dissemination System (GDDS)’ and

Statistical Analyst, Departmental Research Assistance, Monetary and Economic Department (e-mail:
stephan.arthur@bis.org). Any views expressed are mine and not necessarily those of the BIS.

BIS (1989): Chapter IV, pp 81-2, 59th Annual Report, June.

®  BIS (1990): Chapter IV, “Property markets”, pp 102-10, 60th Annual Report, June.

See also “Experience with constructing composite asset price indices” by the author later in this volume.

Such a viewpoint may, incidentally, differ from that of an economist who is involved in a one-off piece of research.

Timeliness is also, usually, an important, if not the most important, criterion for a statistician, but it is not considered here
due to the nature of the data. It should nevertheless not be ignored, since even real estate data which is several years out of
date is of limited use.

" Established in 1997 (author).
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the SDDS are expected to enhance the availability of timely and comprehensive statistics and
therefore contribute to the pursuit of sound macroeconomic policies; the SDDS is also expected to
contribute to the improved functioning of financial markets.” The subsequent creation, also by the IMF,
of the Data Quality Reference Site (DQRS) is intended to, inter alia, “foster a common understanding
of data quality”.

Regular availability

First and foremost, data of some sort must be available, and, equally important, be regularly updated.
It is therefore only of limited use to the statistician to find a (one-off) piece of research containing data:
the best that can be hoped for is that the original data sources are given and that such data can be
provided by these sources on a regular basis. Unfortunately, for international institutions such as the
BIS, such data collection often has to rely on the goodwill and understanding of a commercial data
provider or real estate association, and experience has shown that it is here that the greatest
likelihood in the disruption in the flow of data can occur.® What sort of data is ideally sought is often
tempered by what is found.

By the early 1990s, the BIS had already managed to contact several national statistical institutions and
private real estate associations’ and was able to publish data illustrating the development in
residential and commercial real estate for more than a dozen capital cities.'® Although this was an
important starting point, the obvious disadvantages of such a localised focus required further work.™ In
addition, the close correlation between office rents and commercial property prices observed in the
1970s and the early 1980s ended with the office property boom observed in many countries in the late
1980s (and the equally dramatic subsequent decline less than a decade later). The Bank therefore
approached other data providers, or went back to its earlier sources, to enquire what else was
available.

Representativeness

Data should be representative of present day values, but this is indeed a delicate issue. Just as it is no
longer relevant in the industrial countries to include the price of a horse in its consumer price index
under the sub-category transport, the price of a house will no longer include an outside toilet,** but will
probably have several bathrooms, of which at least one may be en suite. Similarly, today’s offices will
have IT facilities which were in the realms of science fiction a generation ago. Such “upgrades” to
indices is common and correct, but what is seen to be representative in one country may well not be
the case in another. With 80% home ownership in Spain, for example, any property survey will reveal
a very different distribution of types of dwellings to one conducted in a country like Switzerland, where
the majority of the population chooses to remain in rented flats. The distribution of the price of these
dwellings will also vary accordingly and affect a resultant global index. Equally, amenities will differ

Caused, for example, by a change in company policy or by the takeover by another company with a different data
dissemination policy.

Inter alia, National Association of Realtors (United States), National Land Bureau (Japan), Ring Deutscher Makler
(Germany), Building Societies Association and Department of the Environment (United Kingdom), Associazione Italiana
Consulenti Immobiliari (Italy), AN-HYP (Belgium) and Richard Ellis Ltd (for most commercial property prices).

0 Brussels, Frankfurt, London, Madrid, Milan, New York, Paris, Stockholm, Sydney and Tokyo. For housing prices,

Los Angeles and Toronto were also available, and, for office rents, Amsterdam and Lisbon.

' For example, commercial property in capital cities are likely to have higher architectural standards, greater functionality and

larger, more luxurious meeting room facilities than equivalent property in the provinces. They will therefore command
disproportionally higher prices which, in turn, are more volatile than would otherwise be the case in a nationwide coverage.
Companies’ needs are also subject to greater change, again reflected in commercial property price changes, than is the
case for potential homeowners.

2 Although this was still common in the United Kingdom in the 1950s.
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widely: considering the same two countries, the latter will require insulation and heating to keep out
the cold in winter, whilst the former will need to provide insulation, and, increasingly, air-conditioning,
to keep out the summer heat. Even within a country, what is representative in one region is not at all in
another: the majority of housing in the North of England - a traditionally industrial region in the United
Kingdom - is terrassed, but detached houses are the standard in the South-West - a part of the
country to which many retire.

Comparability

It is unlikely that data for a group of countries will be, in all aspects, comparable. First, as explained
above, that which is considered to be representative in one country may not be so in another.

Secondly, the method used to collect data may vary and influence the result. For example, a survey
can be conducted by approaching those real estate agents who are members of a national guild: this
is unlikely to represent, in some countries, the majority of transactions. Alternatively, the registered
lending agencies may be asked for information on housing based on the mortgages they grant: here,
cash transactions would escape the net. Notaries could also be approached in those countries where
their services are mandatory in finalising property transactions: in order to keep fees down, however,
part of the agreed price may be paid in cash and another, lower, price communicated to the notary.
Finally, government agencies may provide data, but their original source may be any of the above or
be a result of calculations stemming from tax returns.™

Thirdly, as hinted earlier, the focus may vary considerably. From a macro-economic viewpoint, and, in
particular, for the BIS’s recent work on a set of indicators to predict financial crises, a nationwide
coverage of property prices is clearly the most desirable. However, especially for commercial property,
this is not always available,* so that, for several countries, the BIS has to fall back on data relating to
prime property in a capital city’s centre.” Nevertheless, the appearance in recent years of nationwide
data®™ indicates that a commercial property price index typically has 80% of the total drawn from
property in that country’s capital.

Fourthly, even a nationwide index can differ in the way in which it is compiled. A simple average of the
prices paid in the individual regions may be taken (Canada) or a weighted average (based on, for
example, the population) of the regional survey results (Australia). The index may be the price paid by
area rather than unit: this often makes sense for commercial property, but is also occasionally true for
residential property (eg France, Italy, Spain).

Finally, there is no guarantee that an index is being compiled at all, but that the series is expressed in,
for example, national currency. Indeed, this may well be preferable, since there is a clear loss of
information in a simple index.!” Although this is unavoidable for cross-country comparison,'® data
providers would be advised to keep their series in as “original” a state as possible.

* For example, in Switzerland, a tax (the “Handanderungssteuer”, literally, change-of-hands tax) is levied on each sale of

second-hand property, which is based on the sale price, so that an average price is simple to calculate. However, none is
levied on new property which, in an under-developed property market (relative to demand) as currently exists in Switzerland,
forms a substantial proportion.

" Available in the sense that they also satisfy the other criteria.

* For example, as provided by Jones Lang LaSalle. These data, however, are also available for a number of Asian-Pacific

cities, of which they are, to the best of my knowledge, the sole providers on a collective basis.

% calculated by, for example, Investment Property Databank Ltd.

" For example, a table showing the price of a “standard” dwelling (or, better, the price per square metre) for a group of

countries in a given year is clearly better than a simple index value which can, at best, only show the relative position -
dependent on the base year chosen - or growth rate from that base year.

®  This raises an interesting point: no attempt has, to my knowledge, been made in comparing exchange-rate-adjusted data.

As the BIS has always concentrated on inflation-adjusted property prices, one would assume that exchange rate changes
are at least partly taken into account. However, price indices adjusted by either nominal or real (ie inflation-adjusted)
effective exchange rates may reveal some interesting differences.
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Kennedy and Andersen'® extended the BIS's coverage of residential property prices to 15 countries
but, more importantly, moved from indices of capital cities to nationwide ones.”® With one exception
(Japan: land), the indices referred to real estate (ie the price of building and land). This also reflects
the data situation today, but even now, as then, the indices vary in their composition of flats, terrassed
or detached houses, single or multiple-occupied dwellings etc.

Continuity

This important criteria, for continuous assessment, requires little explanation, but it is, in reality, one of
the most common problems facing statisticians. Apart from the possibility (see “Availability” above)
that a source may “dry up” and need to be replaced by another which will almost certainly differ in
definition (if not frequency, which is another problem, see below), data from the same source may
suddenly change. One reason may be that the source is itself not the primary collector of data, but
either the collator or just simply the disseminating body.?* To be fair, breaks in series often herald an
improvement in the data, becoming either more encompassing or moving to a higher frequency (or
both). “Splicing” with the previous series, however, remains a difficult problem.

Length of series

This problem is often linked to the previous criteria, since a radical break in series can, if no splicing
can be done, considerably shorten a previously lengthy series. Also, when data providers and, by
proxy, the Bank, embark on an extended country coverage, it is usually not possible for them to
(re)construct a historical series. A table showing the last five years does not, in this respect, pose the
same problem as attempts to graph price developments since the 1970s or to carry out historical
research analysis (see also below).

Frequency

Precisely in this area of historical analysis, data frequency tends to pose little problem, since most
research is done over a fairly long time horizon. Generally speaking, property prices are not thought of
as being particularly volatile from one quarter to the next, so that annual data are sufficient. However,
a higher frequency is desirable when such indices are used as indicators for monetary or financial
stability. In this case, experience has shown that quarterly data best serve the purpose.?

¥ Neale Kennedy and Palle Andersen (1994): “Household saving and real house prices: an international perspective”, BIS

Working Paper, no 20, January.

2 With the exception of Germany, which was the simple average of four cities (Berlin, Frankfurt, Hamburg and Munich). This

has since been replaced by a nationwide index, based on 60 cities.

% This is true, for example, of an increasing amount of the residential property price data used by the BIS. The majority of the

countries are now taken directly from its Data Bank, which receives the data from national central banks. They in turn are
commonly not the primary sources of this information, but have the data supplied them by the various sources discussed
earlier. As a consequence, third-party dissemination can be problematic.

2 As can be seen from the Table in the Appendix, the majority of residential property price data are quarterly, whereas most

commercial property price data are still annual. Perhaps surprisingly, and indeed problematic given their economic size,
residential property prices for Japan, Germany, France and Italy are only available at a lower frequency.
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Summing up

As Borio and Lowe (2002) conclude,® “The first is more and better data. There is, in particular, a
remarkable dearth of data on real estate prices, despite their proven role in the genesis of financial
crises and, increasingly, in influencing the business cycle. Data gathering has so far been largely left
to the initiative of private firms, which naturally tailor the data to their own requirements. Given the
‘public good’ properties of the data, there seems to be a good case for official authorities to put efforts

into this area.”

% Claudio Borio and Philip Lowe (2002): “Asset prices, financial and monetary stability: exploring the nexus”, BIS Working
Papers, no 114, July.
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Appendix

The table below show the countries for which the author, in his capacity as statistical analyst,
maintains, respectively, residential and commercial property price data, their frequencies, unit (or base
period) and start date. Many of the series contain “splices” (see above); where such a link is tenuous
(but not necessarily impossible), alternatives are given. Series in square brackets are no longer in use,
while those marked with an asterisk are not yet in active production and should be treated with
caution.

The Bank’s Data Base, referred to earlier, is supplied many other series on residential property prices
for nationally-relevant different property types by the reporting central banks; the country coverage
does not exceed, however, the list below. In addition, the table only shows data which are felt to best
meet the requirements cited in the paper.

Table 1
Real estate prices maintained by the author
Residential property Commercial property
Countr . .
y Unit/base Start date Unit/base
Frequency . Frequency : Start date
period period
Australia Quarterly Fiscal 1989 1960 Q1 | Quarterly AUD/m2 1968 Q1
(89Q3-90Q2)
Austria* Semi-annual | 1986 1987 H1 -
Belgium Quarterly 1953 1981 Q1 | Annual (Brussels) 1980 1980
Annual 1953 1960 Annual (Brussels)? 1980 1970
Canada Monthly3 CAD 1980 M1 | Quarterly (Toronto) 1985 1985 Q1
Quarterly 1980 Q4 1970 Q1
China Annual* CNR/m2 1987 Annual* CNR/m2 1987
Denmark Quarterly 1980 1970 Q1 | Annual (Copenhagen) | 1984 Q3 1982
[Semi-annual] ? 1980 H2 1965 H1
Euro area Annual 2000 1991 -
Finland Quarterly 1983 1978 Q1 | Annual pcpa 1998
Annual 1970 1970 Annual (Helsinki) EUR/mM2 1971
France Semi-annual | EUR/M2 1995 H1 | Annual EUR/m2 1986
Annual 1997 1960 Annual (Paris) 1980 1980
Annual (Paris)? 1980 1970
Germany Annual 2000 1975 Annual pcpa 1996
Annual? DEM/m2 1971 Annual (Frankfurt) 1980 1980
Annual (Frankfurt)® 1980 1971
Greece Quarterly* 1997 1997 Q1 -
Hong Kong Monthly 1999 1993 M1 | Quarterly 1999 1988 Q1
Quarterly 1999 1980 Q1
Ireland Quarterly IEP 1976 Q1 | Quarterly 1982 1994 Q4
Annual 1970 Annual 1982 1982
Italy Semi-annual | EUR/m2 1988 H1 | Annual (Milan) 1983 1983
Japan Semi-annual | 1990 M3 1955 H1 | Semi-annual 1990 M3 1955 H1
Korea Monthly* 1995 1986 M1 -
Malaysia Annual* 1990 1988 -
Netherlands | Monthly EUR 1976 M1 | Annual pcpa 1995
Annual 1980 1965 Annual (Amsterdam) 1980 1980
Annual (Amsterdam)? | 1980 1970
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Table 1 (cont)

Real estate prices maintained by the author

Residential property

Commercial property

Country Unit/b Unit/b
Frequency niybase Start date Frequency NILase | start date
period period
New Quarterly 1999 Q3 1989 Q4 | Semi-annual NZD/m2 1980 H1
Zealand Quarterly Fiscal 1971 1962 Q2
(71Q3-72Q2)
Norway Quarterly 2000 1991 Q1 | Annual pcpa 2000
Annual 2000 1980 Annual (Oslo) 1990 1990
Annual 1969 (?) 1970 Annual (Oslo)2 1980 1970
Portugal Monthly 1988 M1 1988 M1 | Annual* pcpa 2000
Singapore Quatrterly 1998 Q4 1988 Q2 Quarterly 1998 Q4 1988 Q2
South Africa Monthly3 2000 1980 M1 | Annual pcpa 1995
Spain Quarterly EUR/m2 1987 Q1 Annual* pcpa 2001
Annual ESP 1975 Annual (Madrid) 1980 1980
(Madrid)
Sweden Quatrterly 1980 1970 Q1 | Annual pcpa 1984
Annual (Stockholm) 1980 1980
Annual (Stockholm)? 1980 1970
Switzerland Quarterly 1970 Q1 1970 Q1 Quarterly 1970 Q1 1970 Q1
United Quarterly 2001 Q1 1968 Q2 Annual 1980 1970
Kingdom Monthly 1983 1983 M1 | [Monthly] 1986 M12 | 1986 M12
United Quarterly 1980 1975 Q1 | Quarterly 1977 Q4 1977 Q4
States [Monthly] uUsb 1968 M1
' Vienna only; discontinued at end-2002. 2 Confidential proprietary data. s Seasonally adjusted.
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Performance measurement
and real estate lending risk

Rupert Nabarro' and Tony Key?

1. Introduction

Real estate’s complicity in financial crises has been recognised as far back as the South Sea bubble
(Kindleberger (2001)). In the late 1990s, the “Asian Crisis” added many more graphic illustrations to
the history of interlocking credit booms and real estate price bubbles in the upswing, followed by the
prolonged and damaging impacts of prolonged real estate slumps on the capital adequacy of banks,
the availability of credit, and general economic growth.

Through the last decade, the dangerous interdependence between real estate cycles and financial
systems has been extensively documented in the real estate literature (for general reviews, see
Renaud (1995), Herring and Wachter (1999), European Central Bank (2000), Quigley (2001), Mera
and Renaud (2000)). Among real estate specialists, there is a fair degree of consensus as to how
positive feedback loops from real estate markets to bank lending generate systemic risks, and how
those risks may be amplified by failings in bank governance or financial regulation. At the extreme,
real estate has been accorded a fundamental and primary role in Japan’s protracted financial crisis
and economic stagnation through the 1990s (Mera (2000)).

As long-time observers of the real estate industry, with no qualifications to comment on banking or
international finance, our primary point of interest is the real estate cycle itself. Since, in mature
economies, real estate (widely defined to incorporate construction, management, rental flows) may
account for as much as 15% of GDP, it is like any other major activity in industry in which destabilising
booms and slumps are undesirable. Given the lumpiness and long-term nature of real estate
investment, the misallocation of resources through bursts of irrational exuberance and subsequent
under-utilisation may indeed be especially undesirable.

Within the real estate domain, our primary interest is in the linkage between information and the
functioning of the market. On that issue, this paper picks up the policy prescription to be found at the
end of most previous reviews of the subject - the suggestion that better monitoring and understanding
of real estate markets can make an important contribution to avoiding financial crises in future.

The paper is organised in three parts. Section 2 is a discussion of the linkage between real estate
cycles and debt finance. It is intended as a synthesis rather than any advance on existing depictions,
and is set out primarily to identify those points of the process on which improved information might, in
principle, offer the most effective counter-cyclical tools. In the course of that search, we also make
some broad comparisons of the violence of the real estate cycles across a range of markets.

Section 3 moves on from the “what is to be monitored” to “how can we most effectively monitor”.
Based on experience from a range of countries, it explains how a reliable and cost-effective system of
performance measurement and monitoring can be set up, and suggests how such a system impacts
upon the behaviour of the real estate sector.

2. Real estate cycles and lending cycles

This section first sets up the “standard model” of connected real estate and bank lending cycles, which
run through initial rental triggers to swings in real estate values and development rates, and then into

' Rupert Nabarro +44 (0)20 7643 9201, rupertnabarro@ipdindex.co.uk.
Tony Key +44 (0)20 7040 8679, tony.key@city.ac.uk.
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the balance sheets of both borrowers and lenders. For brevity, we will call this phenomenon the “real
estate credit cycle”. Appendix Table 1 lists the main recent instances of such cycles, with clean-up
costs running from 1% to over 30% of GDP. These examples have provided the case studies from
which the authors cited in the introduction have drawn the consensus analysis which we also follow.

2.1 The credit cycle

In schematic form (below), the standard model can be split into four major elements - economic drivers
in the first column, and the fundamental real estate cycle, and bank lending to real estate set out in the
second and third columns. These tendencies may be taken to apply in all markets in all periods. A
reading of the literature suggests that the most severe and disruptive real estate credit cycles have
come about in the presence of other conditioning factors summarised in the fourth column - factors
destabilising the structure of real estate capital markets, or failures in the way in which they are
regulated.

Table 1

Real estate cycles and banks

The economy Real estate Banking Added factors
Early upswing: High vacancy. Flat rents Low r/e debt. Pro-cyclical planning/
low interest rates, rising from last cycle Falling development controls/
demand. vacancy rents rise, yields taxation. Slack monetary

fall. Building upswing. policy/credit controls.
Supply shortages, spike Failures in regulation and
in rents, fall in yields. supervision. Financial
Boom in development deregulation. Emergence
starts. of non-bank financial

intermediaries.

Upswing quickens. Rapid | Vacancies rise, rents tail | Value of bank assets and
rise in demand. Upturn in | off, yields rise. collateral on existing r/e
inflation. loans improves. Rising
loan book. Competition
raises LTV, reduces
margins. Ballooning loan

book.
Economic peak. High Spike in building Value of assets and
inflation and rising completions. Rents collateral falls. Bad debts
interest rates. Demand plummet, yields rise. Fire | rise. Credit squeeze.
contracts. sales by distressed Foreclosures and work
borrowers and banks. outs.

Recession.

To amplify the schematic picture, the following paragraphs work through its main elements. For
illustration, Figures 1 to 6 plot the evolution of a classic real estate credit cycle, the boom and bust in
the London office market of the late 1980s/early 1990s. This market does not provide a dramatic
example of financial crisis (which was mild and well contained), but is a case for which all the main
parameters of the cycle can be tracked reasonably well.

The fundamental driver is fluctuation in the growth rate of the economy - the business cycle - and the
amplification of those swings in property demand into larger fluctuations in rental prices. This is a
simple cobweb or hog-cycle effect, familiar to students of introductory economics. It is generated by
the inevitable planning and construction lag between demand and supply for additions to the real
estate stock. In the London case, an economic upswing coupled with deregulation and restructuring of
financial markets (known locally as the Big Bang), drove a surge in employment in Financial and
Business Services (FBS). From 1985 to 1989, the employment growth was four times its average over
the previous 15 years; in 1988 the 56,000 rise in employment was six times that long-run average.
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Converted to floorspace (assuming 13 m? per new job), net new demand for office stock in that peak
year would have been 728,000 m? against a long-run average of 117,000 m?,

Surging demand was followed by an upswing in new office construction. Through the five years to
end-1990, the rate of development (measured by value of building contracts adjusted for building cost
inflation) was 2.6 times its average over the previous 15 years. In the peak year for building starts -
1998 - development was 3.6 times that long-run average. After lagging the employment upswing in the
mid-1980s, most of the development catch-up came in 1987, with double the rate of construction starts
of 1985.

At the peak, development starts were quite closely tuned to the turning point in employment growth.
Development dropped by 28% between 1988 and 1990 while FBS employment was still expanding,
albeit at a reduced rate of 11,000 jobs a year. But, allowing for a completion lag of two years (as
shown in Figure 1), the boom in starts through 1987-1988 translated into a peak in completions in
1989-90 as employment growth weakened, before heading for a net loss of 70,000 jobs through
1991-92.

Rental and capital values (Figure 2) form the price signals which mediate between demand and
development. In real estate markets, the stickiness of rental prices which prevent market-clearing in
the short run (Grenadier (1995)), and supply lags which create cobweb effects in the long run, can
create particularly abrupt movements in real estate asset values.

As the chart illustrates, the initial surge in London FBS employment and office demand in the middle-
1980s had little impact on rental or capital prices. Through the first two years of the employment surge,
rental values rose by only 2%-3% per year, rising to 7% in the third year, as the hike in demand was
absorbed by surplus stock left over from the previous recession. In real terms, rental values fell
through those three years. Rental value growth ran ahead of inflation only as market slack was
absorbed, hitting 14% in 1986 then rising abruptly by 30% in 1987 and 27% in 1988. In micro-
economic terminology, the initial rise in demand was absorbed by market slack at a rental reservation
price, followed by a rental spike when occupancy reached the capacity of the existing stock and new
supply became totally inelastic through the period of the development lag.

Under these conditions, an earlier price-moderating supply response may not occur because there is
no strong rental signal in the early phases of the upswing. Indeed, if initial rental prices have fallen well
below the minimum required to support new development (the cost of construction and finance plus
the opportunity cost of sites set by the next-best use), a development upturn may be delayed until the
rental spike at full-occupancy (Hendershott (1995)).

Yield pricing may add a further stage of amplification to the cycle in real estate capital values. If the
rental upswing is interpreted as a signal of higher long-run rental growth, a mark-down in yields would
raise capital values further over the spike in rental values. Figure 2 shows this factor did not apply to
London offices in the late 1980s. Yields moved very little, and the shift in capital values did no more
than track the rental spike. (In fact, since bond yields fell by 100 basis points from 1986 to 1988, it is
more likely than rental growth expectations were being revised down rather than up.)

The downswing of the real estate cycle depicted in the charts needs little elaboration. FBS
employment swung from a gain of 99,000 through 1987-88 to a loss of 70,000 in 1991-92. Office
development completions reach an historic peak in 1990 and ran on at a high level through the
employment slump, before collapsing to 40% of the peak level in 1993. Rental values fell by 3% in
1990, despite continued modest growth in FBS employment, then by a cumulative 50% over the
following three years.

72 BIS Papers No 21



Figure 1

London office demand/supply indicators
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Figure 2
London office market rentals and capital values
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Figure 3

UK bank lending on real estate and interest rate
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Figure 4
UK real estate lending
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Figure 5

England and Wales commercial market liquidity
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Figure 6
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Figure 7

London office loan to value

By year of origination
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Figure 8
London office debt service coverage

By year of origination
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Yields moved out in the first year of rental fall, but moved in again by roughly the same amount in the
final year of rental decline. As in the upswing, therefore, changes in yields added little to the severity of
the rental cycle, with a peak to trough fall in capital values close to 50%.

Mechanical and ex-post descriptions of real estate cycles may convey the implication that they are
fairly predictable. Quite apart from the unpredictability of the macroeconomic demand-side drivers, the
internal mechanics of cycles are highly sensitive to many initial conditions. The extent of initial
vacancy, the relationships between the reservation price in a slack market, the rent at minimum
replacement cost, and the costs of construction and finance will all influence the path of rentals and
building through an individual cycle. (A glance at the later sections of the London office market charts
is enough to show that, despite a larger demand surge, the building cycle of the late 1990s has had a
very different character.)

The literature on real estate cycles, furthermore, adds more counts on which successive rental cycles
may be highly irregular and unpredictable. An interaction between development lags of around
2-3 years and a classic business cycle in demand of 4-5 years may result in a tendency for alternating
strong and weak development cycles, with major booms created gluts which satisfy much of the
demand in a subsequent cycle. Short-period demand-supply cycles may also interact with longer-
period asset-replacement cycles, or longer waves in urban and technological development. In the
long-run, evidence from the United Kingdom suggests that major, classic cycles like that described in
the London office market may be fairly low-frequency events, interspersed with long periods in which
cycles are muted or quiescent (Barras (1994)).

Real estate cycles are linked into the banking system through the asset prices determined by both
rental prices and capitalisation rates. The standard model of real estate credit cycles suggests debt
flows and lending rules may add a further layer of amplification to the fundamental real estate cycle.
An upswing in rentals and asset prices, first of all, improves the credit quality of existing loan books
collateralised against real estate: their loan to value (LTV) ratios, debt service coverage ratios (DSC),
default rates and losses on default will all improve, and reduce the risk in the banks balance sheets.
To the extent that banks themselves are significant owners of real estate, they will see a more direct
improvement in their balance sheet positions.

An increased capacity to lend comes at a point when further lending to real estate looks particularly
attractive, as projects realised in the early stages of the upswing show high profits and sound loan
quality. Through an upswing, as rental and capital prices accelerate, demand from real estate owners
seeking to borrow against the rising values of their assets, or developers seeking to launch new
projects, will encounter banks with a high capability and willingness to lend. Both the strong trends in
real estate prices and competition between lenders may, indeed, lead them to relax lending criteria -
higher LTV and lower DSC ratios, reduced margins and so on.

Though UK statistics do not run to specific figures on lending against London offices, Figure 3 shows
how overall bank lending to real estate companies responded to the real estate cycle. In 1980, total
real estate debt stood at GBP 2.2 billion - a low point reached following a debt burn-off in the
mid-1970s. By the end of the decade, debt had multiplied by a factor of 17. In 1989 alone, the
GBP 11 bn rise in debt was more than five times the total of outstanding loans at the start of the
1980s. Banks had more than doubled their exposure to real estate - to 9% of total lending in 1990 -
although this was still a little way off the peak reached in the previous cycle.

Though there are no rigorous measures of the lending terms on which this balloon of debt was being
advanced, accounts of the period are replete with descriptions of the “generosity” of banks toward
property, with non-recourse lending and off-balance sheet financing taken as commonplace (Goobey
(1993)).

At this point, there is the risk of a purely speculative cycle fed by feedback between rising asset prices
and rising availability of credit which in turn increases the demand for real estate assets. A purely
speculative market, which has become detached from the fundamentals of demand and supply in the
occupier market, might be indicated by an extreme divergence between rental prices and asset values
- in other words, a fall in capitalisation rates is unlikely to be supported by long-term rental prospects.
In the London market, positive feedback did not extend quite this far. Yield pricing effectively endorsed
heady rates of rental appreciation as durable, rather than temporary as they appear with the benefit of
hindsight.

Positive feedback loops between real estate asset prices and bank credit are, of course, likely to turn
sharply negative around the peak of the economic cycle. At the macro-economic level, interest rates
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may be rising to choke off overheating, increasing the cost of variable rate debt or the ultimate
refinancing cost of fixed rate debt. Within the real estate market, occupancy and rentals stop growing
and may fall, while capitalisation rates are rising. Falling real estate asset prices and/or incomes push
loans into technical default. Forced disposals by distressed borrowers, foreclosures on non-performing
loans by banks, bankruptcies among developers whose schemes have failed to find occupiers and
whose lines of credit have been cut off may all contribute to the classic downward spiral in asset prices
and availability of credit. Given a severe impact of real estate losses and provisions on banks’ capital
adequacy, a credit-crunch limits lending to all forms of borrowers, and itself deepens the economic
downturn.

In the London office market, the deceleration and downswing was rapid. After coming off the peak in
1989, rental values fell by 3% in 1990, and capital values by 16%, with further falls of 43% and 36%
respectively through the following two years. Financing and refinancing difficulties were exacerbated
by a rise in short-term interest rates from 8.5% in 1987 to 15% in 1989 - although the hike was fairly
short-lived, with rates back down to 5.5% by 1993. Despite the crash in the market (reflected, though
less dramatically, throughout the other UK property markets), real estate debt continued to rise until
well into the downturn, growing by GBP 8 bn (24%) through 1989 and 1990 when the real estate
downturn was well-established. A further twist to the tail of distressed borrowers came with a fall in
market liquidity (Figure 5), with a 50% fall in the number of commercial property transactions between
1987 and 1991.

The progress of the cycle can also be tracked through the direct measures of market conditions
typically produced by brokers. Figure 6, for example, shows that rates of take up fell by nearly
two-thirds from peak to trough, while the combined fall in demand and surge in supply raised
availability by a factor of six.

The denouement to the story of the London office market was, as would be expected, disastrous for
the UK real estate industry. There was a string of bankruptcies among developers and traders - most
notably that of Olympia & York, developers of Canary Wharf. Ten-year rates of return on UK real
estate investment fell below the risk-free rate in 1991 for the first time in their history, and stayed there
almost to the end of the decade. Institutional weightings in real estate were slashed from 12% in 1989
to 5% ten years later. Rental and capital values for London offices are, a decade on from the slump,
still around 30% below their 1989 levels in nominal terms.

Despite the severity of the collapse, the impacts on the banking sector were, in this case, serious but
not critical. There were no bank failures (as there were at the equivalent point in the 1970s), and no
government-assisted bail outs. All major lenders were, unsurprisingly, drawn into protracted work outs
- again most notably at Canary Wharf, taken over by a consortium of its lenders - which hauled back
outstanding real estate debt by GBP 9 billion (13%) through the first half of the 1990s. Although the
most exposed UK lenders were undoubtedly seriously strained by the scale of their real estate write-
downs and provisions, the shocks were absorbed internally, without any public intervention or bail-
outs.

2.2 Impacts on loan quality

Taking data used in the last section, we can estimate how the quality of loans advanced against
London offices changed through the cycle. Figure 7 shows how a five-year loan originated each year
at 80% loan to value (LTV) ratio would have changed in collateralisation through its life, assuming the
underlying property followed IPD’s average London office capital value. For simplicity, no provision is
made for either amortisation or total outstanding value of debt including interest charges. Using IPD
figures to represent the underlying asset simulates a loan against institutional grade properties, largely
let, and secured by upward-only rent reviews.

The chart highlights the “comfort zone” for lenders in the run up to the cycle. All loans advanced before
1987 - only a year from the market peak - would have at least maintained the initial LTV ratios. Those
issued in 1987 would have shown a 100% LTV in 1992. Loans issued in 1989 would have deteriorated
to an average LTV of 150% by 1992. On average, all loans originated between 1987 and 1991 would
have been in breach of initial lending terms at some point in their life. On average, all loans issued
from 1987 to 1990 would have been in technical default - LTVs of more than 100% - at some point in
their life.
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An extension of this simulation to loans against each of the individual IPD properties in the Central
London office market suggests that 96% of all loans issued in 1989 would have been in technical
default by 1992, with an average loss on default against original advances of 30%.

This measure suggests a far larger disaster for borrowers and lenders than turned out to be the case.
A simulation of the debt service coverage ratio (DSC) for loans originated each year (Figure 8) helps
explain why. Here we have estimated the DSC for loans at 80% LTV assuming variable lending at
150 bp above short-rates, given the initial income cover provided by average income return on IPD
London offices at the point of origination, and changes in that cover generated by average net income
growth through the life of the loan.

Given the crash in rental values through the slump, the results may seem counter-intuitive. Throughout
the 1980s, the balance between real estate income return (averaging 6%) and borrowing costs
(averaging 13% and never below 10%) held initial DCS’s on our assumptions to levels between 0.5
and 1 - ratios which would certainly not be held as prudent in today’s market. In an inflationary
environment, lending assumed rental and capital appreciation would cover the advances. Even for
loans originated at the peak of the cycle saw no more than a mild deterioration from their initial DSC
ratios (inadequate though they may have been). Even advances at the peak of the cycle achieved
improved DSC ratios from their initial condition through the life of the loan.

The UK'’s long leases and upward-only rent reviews - clearly an international anomaly, and now in a
process of decay - gave lenders a far larger degree of comfort on income security than would apply in
other markets. This underpinning meant that average net incomes fell by no more than 2% in the worst
year of the slump, and by no more than 8% between 1991 and 1995. That stability in income for
investment (clearly not development) properties, coupled with a halving in floating-rate interest
charges from 15.5% in 1990 to 1993 meant that income cover eased through the worst years of the
slump, and encouraged long debt work outs rather than fire sales and the lenders’ preferred solution
to market stress. (Even for fixed rate loans, DSC ratios would have remained constant for loans issued
at the peak of the cycle.)

The plot of DSC's also gives a very clear illustration of the dramatic shift in character of real estate
lending in the 1990s from that in the 1980s. With, in 2002, London office income returns at 6.5%, and
borrowing rates at 5.5%, a loan at 80% LTV against the average let property offers an initial DSC ratio
close to 1.5. Rising incomes and falling borrowing costs since the mid-1990s have set DSC ratios on
recent advances rocketing - and provided the primary point on which bankers can claim that even
more spectacular rises in real estate debt since the mid-1990s is well-secured. (Whether or not that
claim survives the prospect of higher interest rates and soft lettings markets when those advances
need to be refinanced remains to be seen.)

2.3 Some international comparisons

The London office market has been used as an exemplar of the real estate credit cycle because it is
one for which a fairly full set of the relevant indicators is available. As an exemplar, it lacks the drama
of a real banking crisis as conclusion. Where such a crisis did occur in the early 1990s, accounts tend
to stress the extreme movements in real estate asset values as an ineluctable cause.

Figure 9 compares the movements in office capital values in two other European markets, aside from
Central London, where there were much more severe knock-on effects on the banking system - a
systemic crisis in Sweden, more contained but serious problems centred on Credit Lyonnais in France.
For the dominant core office markets in each country, capital values are indexed to 100 at their peak
year (falling in 1989 in London, 1990 in Stockholm and 1991 in Paris). It does not appear that the
range in severity of financial problems across the three countries were a simple product of differences
in the amplitude of their real estate cycles. In the run-up to the peak, all three markets saw asset
values rise by at least 100%. Though with differences in duration, their downswings saw around 50%
wiped off peak capital values.

As others have observed, whether or not real estate cycles ramify into financial crises depends less on
their severity than on a range of conditioning or contributory factors (Herring and Wachter (1999)).
Within the real estate domain, history is likely to be particularly important. Where there has been a
long run of rising real estate asset values, without significant shocks within the recall of market actors
and lenders, “disaster myopia” is more likely to take hold in the upswing of a major cycle. In this
respect, the United Kingdom had the advantage of a major London office development cycle and
banking crisis in the early 1970s to restrain market exuberance (perhaps evident in stable rather than
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falling yields through the upswing), and sharpen the attention of bank regulators. It is also highly
probable that shorter leases in Sweden and France did not afford the same coverage to debt charges
as in the United Kingdom.

Figure 9
IPD office capital values
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3. The role of performance measurement

A description of the real estate credit cycle has been given at some length not primarily for its intrinsic
interest, but to establish the point that there are many indicators which can be used to track the course
of real estate markets, their linkages with fundamental economic drivers and with real estate credit. As
other analyses have concluded, at least with the benefit of hindsight, simple monitoring key indicators
for real estate markets and the banking system could go a long way towards increasing sensitivity to
the risks of real estate credit cycles.

The policy prescriptions suggested in the literature may be classified under three main headings:

. First, improved monitoring and understanding of real estate markets themselves - to pick up
phenomena such as spikes in development rates, rental values and asset values.

. Second, improvements in the breadth and depth of real estate capital markets, to create a
range of investment vehicles and investor interests to diversify the exposure to risk flowing
from the cycles, and reduce the probability of liquidity collapses in market downturns.

. Third, improvements in the governance and oversight of lenders to cut out bad lending
practices.

The remainder of this paper will focus on the first two of these points, in particular the multiple
contributions of well-founded performance measurement systems to both greater transparency and
greater maturity in real estate capital markets. The next section sets out the essential features of a
robust performance measurement system for real estate markets, followed by the effects we believe
such systems can have on the behaviour of those markets.
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3.1 Real estate performance measurement

Objective measurement of real estate markets is, of course, much harder to achieve than for the other
asset classes which dominate the base of institutional and private investor portfolios. Real estate
markets lack a central “trading floor” through which transactions information flows (despite the growing
use of internet-based information and trading systems for both leasing and capital transactions). Even
if a central location through which deals were realised existed, the low liquidity and high heterogeneity
of non-residential real estate makes it implausible that transactions flows alone can give a consistent
and reliable picture of fundamental trends in the market. Information which is available to actors in the
market - either as principals or intermediaries - is, moreover, commonly regarded as commercially
sensitive, creating barriers to information-sharing and a suspicion (unjustified or otherwise) that what
information is released by such participants is open to manipulation to serve their own interests.

Under these conditions, we believe a credible real estate performance measurement system has to
rest on the following central principles:

. Drawing its primary data from the most comprehensive and accurate store of information on
real estate markets - the building by building records of major real estate investors who
uniquely have a strong interest in complete, accurate cash flow and value information across
a large fraction of the property stock.

. Credibility in the marketplace arising from an independent status, and strict adherence to an
“open standard” on control of data quality, rigour in performance measurement, and
objectivity in interpretation.

. A close engagement with major investors and intermediaries in the market to secure a
commitment to data sharing, and an industry-wide effort to define measurement standards.

The fundamental need, in mature real estate markets, for systems with these characteristics is
demonstrated by the fact that they have emerged in almost 20 countries, by a variety of routes, and in
the majority of cases within the last 10 years (Table 2). In the main, these services are operated by
Investment Property Databank, a UK-based commercial provider (in association with local partner
organisations in most countries, often involving trade associations of property owners). Those
originating from other sources - PCA in Australia, KTl in Finland, NCREIF in the USA - are based on
industry associations rather than a commercial service. Though the financing basis varies, all
providers follow the same approach on the essential features listed above.

In terms of procedure, these systems again share a common approach:

. A large-scale data-assembly process, drawing large volumes of building-level information
from the accounting, management and valuation systems of property owners at least once a
year - a process which inevitably involves some commitment of resources from both the
suppliers and processors of data, though at costs which can increasingly be reduced by
automated data transfer.

. An intermediate stage of quality control and data processing, with a wide range of controls to
trap errors and ensure consistency in reporting, and to build up from individual building
records measures of real estate performance which can be sub-divided by building type,
owner, location etc.

o The delivery of outputs ranging from “headline” indices of overall real estate returns for
comparison with equities, bonds and other investments through the analysis of components
of those returns (capital appreciation, income return, rental values and incomes, yields and
yield movements) for individual markets, to benchmarking and portfolio analytic services to
individual real estate investors.

Generally,3 the charges made for the outputs of these systems are sufficient to cover their costs of
operation.

®  Further information on the methods and outputs of these performance measurement services is available from

www.ipdindex.co.uk, www.ncreif.org, http://www.kti.fi/eng, http://www.propertyoz.com.au, and http://www.propertynz.co.nz.
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Table 2

Real estate performance measurement systems

Country Supplier Index starts in: No of investments
Australia Property Council of Australia 1985 n/a
Canada Investment Property Databank 1984 1,000
Denmark Investment Property Databank 2000 1,700
France Investment Property Databank 1986 3,600
Germany Investment Property Databank 1996 3,600
Ireland Investment Property Databank 1984 330
Italy Investment Property Databank 370
Finland Finnish Institute for Real Estate

Economics 1998 2,200
Netherlands Investment Property Databank 1976 6,700
New Zealand Property Council of New Zealand 1989 320
Norway Investment Property Databank 2000 350
Portugal Investment Property Databank 2000 250
Spain Investment Property Databank 2000 250
South Africa Investment Property Databank 1995 1,900
Sweden Investment Property Databank 1983 2,400
Switzerland Investment Property Databank . 1,600
United Kingdom Investment Property Databank 1971 14,000
United States National Council of Real Estate

Investment Fiduciaries 1978 3,800

3.2 Applications: market monitoring

Section 2 used IPD rental and capital value series on one market - London offices to track the real
estate cycle. This is a specific illustration of a general case: a robust and widely-based performance
measurement system brings to real estate markets the transparency which equity and bond indices
convey to other asset classes.

This benefit accrues at all levels. A top level “all-property” index provides for each national market the
basis for comparison of returns and risks across asset classes, and the inputs to quantitative models
of asset allocations across asset classes. Similarly, on a global scale, a headline index allows the
comparison of performance characteristics across countries, and the basis for international portfolio
diversification increasingly being pursued by major investors.

Within national markets, performance measurement is the basis for the on-going analysis of markets
that drives development and investment decisions, and for econometric forecasting of rental values,
yields, capital values and returns. In the United Kingdom, where real estate performance
measurement is perhaps most extensive and most widely used, the IPD system can track the key
components of value and return over more than 20 years from all-property level down to (for example)
individual retail markets in 170 cities and towns, and within major cities down to individual streets and
postal codes. Table 3 is an example a standard performance history, for offices in the West End of
London.
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Table 3
UK IPD West End office performance 1981-2002

Annual percentage changes (for the continuous yield index, 1988 = 100)

Total Income | Capital Rental Yield Income Equivalent | Continuous
return return growth value impact structure yield yield index
growth residual
1981 16.7 5.9 10.8 7.4 4.3 -1.3 7.6 95.8
1982 4.8 55 -0.7 1.2 -3.6 1.7 7.7 99.4
1983 3.8 5.8 2.0 -0.3 -2.5 0.8 7.9 102.0
1984 7.1 6.4 0.7 2.8 -2.1 0.0 8.1 104.2
1985 9.8 6.8 3.0 5.8 -2.3 -0.4 8.1 106.6
1986 15.6 6.9 8.7 11.6 -0.9 -1.9 8.2 107.5
1987 37.7 7.4 30.3 29.1 4.3 4.4 7.9 103.1
1988 45 7 38 40 3 -6 8 100
1989 20.8 4.9 15.8 18.1 0.4 —2.8 7.5 100.0
1990 -9.2 4.3 -13.5 —2.4 -12.4 1.0 8.6 1141
1991 -18.1 5.3 —-23.4 —22.9 -12.6 9.2 9.8 130.6
1992 -13.0 7.3 —-20.3 -28.1 -7.1 12.9 10.4 140.5
1993 20.5 10.6 9.9 -14.0 21.4 5.5 8.6 115.8
1994 13.3 8.1 5.2 1.0 7.7 -3.6 8.1 107.5
1995 5.1 7.2 -2.1 3.7 2.4 -3.3 7.8 110.2
1996 9.7 7.4 2.3 55 0.0 -3.2 7.7 110.1
1997 17 7 9 14 3 -8 7 107
1998 13.1 6.9 6.3 12.9 0.1 —6.6 7.4 107.1
1999 16.0 6.9 9.1 11.5 0.6 -3.1 7.4 106.4
2000 19.0 6.7 12.3 20.0 -2.5 4.7 7.6 109.2
2001 7.8 6.1 1.6 4.9 -2.1 -1.1 7.8 1115
2002 2.3 6.0 -3.7 -8.3 2.7 2.1 7.6 108.6

Performance measurement systems, though primarily focused on equity rather than debt-financed
investments, can be adapted to cast light on the relative levels of risk in development as against let
properties, in the market risks of different types of building and location, and the specific risk arising
from the deviation of individual buildings from market averages.

Figure 10 indicates overall returns and risks for let properties and development properties in the
Central London office market. Overall, developments have a mean return above let buildings (11.3%
p.a. against 9.9% p.a.), with close to double the risk (a standard deviation of 21.6% p.a. against 13.4%
p.a.). For a specific period, Figure 11 shows the building specific risk around the market average for let
properties, showing that 25% of properties saw capital values fall by more than 60% against the
average of 40%. These results (allied with further indicators for rental values and capital values), built
into forecasting models, can provide input to simulations of loan security for different types of lending,
different markets, and different numbers of loans.
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3.3 Performance measurement and professional practice

Benefits from performance measurement to the quality of professional practice are most obvious in
investor relations and fund management. As in any asset class, the existence of general market
performance indices and manager benchmarks can provide the foundation for decisions on manager
selection, and a rational basis for performance-related rewards. These can be regarded as part of the
outputs of a performance measurement system.

There are less obvious but equally important benefits from performance measurement on the input
side of the process, and in particular on the quality of appraisals (in UK terminology, valuations).
Unreliable or inconsistent appraisals undermine the foundations of investment or lending in real estate.
Even in many of the more mature European real estate markets, the appraisal industry is not subject
to standards of educational qualification, professional accreditation or regulation, or testing in courts as
in the United States and the United Kingdom.

In these countries, the establishment of performance measurement systems has given a strong
impetus to the codification, standardisation and scrutiny of appraisal practice. In the development
phases, it has typically been the case that panels of investors and appraisers have been formed to
produce guidelines for the appraisals to be supplied to the system - covering methodology, the
required qualifications of appraisers, and the supporting evidence to be supplied. In countries such as
the Netherlands, Sweden, and France, this has been the first time that standardised appraisal
guidelines have been adopted across the investment industry. In these guidelines, specific appraisal
methods (whether income capitalisation, discounted cash flow or comparable sales) are of less
concern than adherence to an underlying principle of open market value, consistency of practice
across investors, and the provision of sufficient supporting evidence (current and prospective cash
flows, yields applied) to justify the calculation of value.

The beneficial interplay between performance measurement and appraisal practice does not end with
codification. The process itself raises the status of regular appraisals of entire portfolios. Where
previously such appraisals may have been conducted only to meet accounting or regulatory
requirements, with performance measurement they become a principal basis for investment decisions,
client reporting and (perhaps) the determination of performance related rewards. As with any
information source, increased usage of the data for real management decisions will raise the attention
paid to the appraisal process by both investors and valuers.

Even beyond that, a performance measurement system is in itself a tool through which many features
of appraisals themselves can be documented and analysed. At a descriptive level, IPD’s records give
a unigue account of how appraisals are done in different markets, and the assumptions on which the
calculations of value rest.

Fuller analysis can extend the scrutiny of appraisals to key industry issues like the “accuracy” of
appraisals measured against subsequent sales prices (Mokrane (2002)). In several countries,
performance measurement systems are being actively used by the appraisal profession to increase
transparency, raise confidence and improve practice in the appraisal process. Even in the United
Kingdom, there appraisal standards are long-established and highly regulated, the Carsberg
Committee of The Royal Institution of Chartered Surveyors has recommended that annual reviews of
appraisal ranges and accuracy against sales prices should be drawn from IPD’s performance
measurement records, to produce a rigorous assessment of appraisal accuracy (illustrated in
Figure 12), and “benchmarks” against which further improvements in practice can be measured.

In short, credible and consistent appraisals are a critical input to a reliable real estate performance
measurement system. But the creation and operation of such a system itself creates both strong
pressures and a mechanism through which the appraisal process becomes more transparent, credible
and consistent.
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Figure 12
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3.4 Performance measurement and capital markets

Broader and deeper real estate capital markets clearly have a role to play in reducing the risk of real
estate credit cycles. Widening the range of investors and vehicles through which they can invest may
make it more likely that there will be differing views on the market through the cycle, and that capital
will continue to be available through downswings in the market. A narrow base of local institutional
capital and bank debt undoubtedly contributed to the depth of the early 1990s crisis in some markets
(eg Sweden). Inflows of foreign investment also played an important role in recapitalising distressed
markets in other countries (eg German investors into the United Kingdom, and US investors into
France) in trough of that cycle.

For real estate lenders, the possibility of securitisation through Mortgage Backed Securities (MBS)
offers a direct means of reducing exposure to the real estate cycle. Some commentators suggest that
the transparency and discipline of the large CMBS market created in the US since the early 1990s
may account for the absence of a serious debt-funded overbuilding through the “missing” real estate
cycle of the late 1990s (Zhu (2002)). Others suggest that derivative instruments would offer a
mechanism through which the risks of real estate cycles could be more accurately priced and
diversified (Shiller (1998)).

The possibility of broadening and deepening capital markets in these ways depends to varying
degrees on the existence of robust, generally accepted measures of real estate investment
performance. At its broadest, improved information on investor returns is, in principle, likely to increase
the volume and reduce the cost of capital by removing uncertainty. On an international scale, for
example, some global investors have made the existence of real estate indices and local benchmarks
a pre-condition for investment in a national market.

More specifically, the availability of standardised performance measurement and benchmarks has
become essential infrastructure for effective markets in investment vehicles, either public or private. In
Europe, the European Public Real Estate Association (EPRA) and the European Association for
Investors in Non-Listed Real Estate Vehicles (INREV) have followed the long-standing example of the
US National Association of Real Estate Investment Trusts (NAREIT) in placing an emphasis on codes
of performance measurement, standardised investor reporting and robust indices high on their
agenda.
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Derivative instruments, opening the way to hedging and diversification of risk from market principles to
wider public markets, are the final stamp of maturity and sophistication in any investment market. They
are also the ultimate test for a real estate performance measurement system, since regulators and
capital markets have to accept the credibility and reliability of the indices on which derivatives rest.*

3.5 Adaptation to emergent markets

In summary, experience from a large and growing number of countries demonstrates the feasibility of
building credible real estate performance measurement systems. The ramifications of such systems
go well beyond the immediate function of market monitoring - which can be served by less extensive
systems such as the rent and yield “barometers” typically produced by firms of brokers. In the most
mature markets, performance measurement systems have been a powerful agent not only for
establishing overall market performance, but also for increased transparency and sophistication in
fund management, appraisal practice, and the structure of capital markets. We would argue that the
process of establishing and operating a sound performance measurement system, and not just the
outputs of the system, makes an important contribution to those benefits.

It has been easiest to set up performance measurement systems in markets where there is a well-
established base of long-term equity investors (especially institutional investors) who can provide both
the source data for a system and the demand for its services. Regular open-market appraisals,
conducted to a high professional standard, might be regarded as the second necessary pre-condition
for such a system.

For transitional and emergent real estate markets, the risks of real estate credit cycles are likely to be
greater. Faster economic growth raises the rate at which stocks of real estate have to be incremented,
and the severity of any downward shock on growth rates and market surpluses. At the same time,
national and local government agencies may be anxious to maintain a ready supply of real estate to
support growth and inward investment, and less inclined to support real estate values through
planning controls.

In the absence of one or both of a developed institutional market and a strong appraisal practice, it
may appear that the approach to real estate performance measurement set out in this paper is
premature. It is certainly the case that a system cannot aim for the same extent of market coverage
and length of time series as in more mature markets, so that the performance measurement outputs of
the system are less valuable.

A performance measurement culture is, however, already spreading to relatively immature real estate
markets in developed economies - such as Southern Europe and Japan. In these instances, the base
and demand for performance measurement is likely to arise either from overseas investors, or through
the creation of new real estate investment vehicles such as unitised funds or listed trusts, which
require international standards of measurement